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SI BRIEFs

Scientific |nformation Briefs

THE INTERNATIONAL
SYMPOS!UM ON SHARED
MEMORY MULTIPROCESSING
(ISSMM)

Introduction

The International Symposium on
Snared Memory Multiprocessing
(ISSMM) was held in Tokyo on 24 Apri!
1991. ISSMM was sponsored by the
Information Processing Society of Japaii
(IPS)), with Professor Tadashi Masuda
from the University of Tokyo serving
as gencral chairman and Dr. Norihisa
Suzuki serving as program chairman.

Dr. Norihisa Suzuki

Director, IBM Tokyo Research
Laboratory (TRL)

5-19 Sanban-cho

Chiyoda-ku, Tokyo 102, Japan

Tel: 81-3-3288-8300

Email: nsuzuki@trlvml.vnet.ibm.com

Both Japan and U.S. industry and
academia were represented on the
program committee. The proceedings
were published by the Information
Processing Society of Japan, and a
version of them is expected to be pub-
lished by MIT Press, with Dr. Suzuki
serving as the cditor. The current plan
is to have the second instance of the
conference in northern California in
late 1992,

The conference included presenta-
tions of 23 referced papers. Of the papers,
5 were from Japan and the remaining

13 were from abroad. The attendance
was approximately 130, consisting of
about 100 Japanese and 30 foreigners.

There was also a panel on the feasi-
bility of large-scale shared memory
multiprocessors, Thacker (DECSRC)
started off by making four observations:

(1) Single instruction/multiple data
(SIMD) machines work well for
large, regular problems.

(2) Multiple instruction/multiple data
(MIMD) machines woik well for
less regular problems.

(3) Shared memory machines work well
when they don’t share and don’t
synchronize.

(4) Programming large, shared MIMD
machines is much harder than
programming SIMD machines.

Koike (NEC) commented that the
history of processor design indicates
that shared memory machines consist-
ing of thousands of processors are not
feasible in the near term. In addition,
he recommended that we focus care-
fully on specific application domains
and on the kind of parallelism they
require to get the most from existing
(and near-future) paraliel machines.
(Note that this is consistent with the
discussion of the Cenju system, described
below, in which a special-purpose
machine was built that after-the-fact
was viewed to be more general-purpose
than intended.)

Mr. Nobuhiko Koike

Manager, Computer System
Research Laboratory

C&C Systems Research Laboratories

NEC Corp.

1-1, 4-chome, Miyazaki, Muya.1#r I

Kawasaki City, Kanagawa 213, Japan

Tel: (044) 856-2127

Fax: (044) 856-2231

Email: koike@csl.cl.nec.co.jp

Baskett (Silicon Graphics) argued
that for many problems, computational
combolexity is greater than read/write
complexity, and so large problem sizes
need relatively less bandwidth than
small problem sizes. He concluded
that building large-scale machines is
feasible if we intend to run large problem
sizes on them.

Gifford (Massachusetts Institute of
Technology) said that such machines
are feasible, but that machines with
1,000+ processors cannot have bal-
anced memory access and, therefore,
we need some kind of remote proce-
dure call or message-passing protocol.
For this reason the term “multipro-
cessor” must be changed to “multi-
computer.” For programming ease, he
stated that it was critical to name enti-
ties thatare both local (inshared name
spaces) and remote (in nonshared name
spaces) uniformly; the performance
consequences of this are acceptable,
he suggested, if you don’t in fact share
very much in practice. The reason is
that, in order to get machines on the
order of 100 or more processors, we
will have to manage nonuniform access
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times. Overall, Gifford saw the merg-
ing of two research strcains: (1) the
flow uniform access time machines (like
TOP-1) to nonuniform access time
machines (like Dash and Alewife) and
(2) the flow of multicomputers (like
hypercubes) to high-performance mul-
ticomputers (like J-Machine). The
central issue in this merging is the pro-
gramming model.

Y. Muraoka (Waseda University)
said to look towards machines with
hundreds of thousands of processors,
based on wafer-scale technology. He
observed that we should not forget
Amdahl’s Law when considering the
relationship between increasing prob-
lem size and the increasing number of
processors. He finished by stating that
parallelizing compilers aren’t working
well enough, and that the neced for dis-
tributed memory and programming
paradigms is clear. He also pointed out
that if a hypercube were to have more
than 10° nrocessors, we would nced at
least 1,000 wires per processor. Speed-
ups achieved with current software
paradigms arc far iess than the relative
hardware speedups.

Prof. Yoichi Muraocka

Wascda University

3-4-1 Okubo

Shinjuku, Tokyo 169, Japan

Tel: (03) 3203-4141, x73-5187
Fax: (03) 3200-1681

Email: muraoka@jpnwas(00.bitnet

Goodman (University of Wisconsin)
concluded the panel by observing that
shared memory machines are easy to
program but hard to huild, while non-
shared memory machines are easy to
build and hard to program. He belicves
that the trend is to merge the two by
building nonsharcd memory machines
with hardware primitives that support
cache-coherent shared memory. He
believes the challenge is to exploit the
shared memory programming para-
digms, perhaps extended in some ways,

to nonshared memory algorithms and
synchronization approaches. He [elt
that the communications problem is
not bandwidth but latency, and that
sharcd memory multiprocessors
(SMMP) must minimize misses (need
HUGE caches; must avoid sharing data
that are private; must use appropriate
algorithms) and accommodate latency
(need to pay special attention to pro-
cessor architecture; must have an effi-
cient pre-fetch, efficient synchroniza-
tion, and nonblocking reads and writes).
Wong (Japan Research and Develop-
ment Corp.) said that we don’t have a
suitable large problem torunonahuge
SMMP. Now we build special-purpose
machines to solve special problems.
Halstead (DEC) pointed out that we
need cleaner communications proto-
ocols. An attendee from IBM Japan asked,
“Why dowe need large-scale multipro-
cessors anyway?” Goodman answered,
“Because big machines make innova-
tions for small machines.”

Discussion of Some Papers

“Cenju: A Multiprocessor System
with a Distributed Shared Memory
Scheme for Modular Cizcuit Simula-
tion,” T. Nakata, N. Tanabe, N. Kajihara,
S. Matsushita, H. Onozuka, Y. Asano,
and N. Koike (NEC). Cenju is an exper-
imental multiprocessor system with a
distributed shared memory scheme
developed mainly for circuit simula-
tion. The system is composed of
64 processing elements (PEs), which
are divided into 8 clusters. In each cluster,
8 PEs are connected by a cluster bus.
Thecluster busesare in turn connected
by a multistage network to form the
whole system. Each PE consists of
MC6R8020 (20 MHz), MC68882
(20 MHz), 4 MB of RAM, and a floating
point processor, WTL1167 (20 MHz).
In this system, a distributed shared
memory scheme in which each PE
contains a part of the whole global
memory is adopted. The simulation

algorithm used is hierarchical modular
simulation in which the circuit to be
simulated is divided into subcircuits
connected by an interconnection net-
work. For the 64-processor system, a
speedup of 14.7 and 15 8 was attained
for two DRAM circuits. Furthermore,
by parallelizing the serial bottleneck,
a speedup of 25.8 could be realized. In
this article, the simulation algorithm
and the architecture of the system are
described, along with some prelimi-
naryevaluation ofthe memoryscheme.
The picture of the system showed three
cabinets, each cabinet having four
bays, the botrom bay of which is used
for power. The interconnections were
done with many ribbon-catlcs. [Kahaner
comments that Cenju was reported on
as a machine for transient analysis of
circuits, forwhichit was originally built
[LS. Duff and D.K. Kahaner, “Two
Japanese Approaches to Circuit Simu-
lation,” Scientific Information Bulletin
16(1), 21-26 (1991)]. Recently though,
NEC researchers have been studying
other applications and reported on a
magnetchydrodynamic computation at
the annual parallel processing meeting
in May 1991.]

“MUSTARD: A Multiprocessor
Unix for Embedded Real-Time Sys-
tems,” S. Hiroya, T. Momoi, and
K. Nihei (NEC). MUSTARD is a por-
table multiprocessor Unix for micro-
processor emhedded real-time systems.
This Unix is a two-layered operating
system consisting of a real-time kernel
and a Unix kernel. It is operated on a
tightly coupled multiprocessor without
a dedicated kernel processor. In addi-
tion, to simplify the structure of the
fault-tolerant system, MUSTARD
supports the addition/separation of a
processor during system operation. This
paper presents the features, imple-
mentation, some performance measure-
ments, hardware construction to eval-
uate MUSTARD, and user program-
ming tools for MUSTARD. This
machine is commercially available in
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Japan now. [t currently uses eight NEC
V70 32-bit processors. It also makes
use of “redundant” CPUs and has a
16-ms CPU switch time.
“Throughput and Fairness Analy-
sis of Prioritized Multiprocessor Bus
Arbitration Protocols,” M. Ishigaki
(Nomura Research), H. Takagi (IBM
TRL), Y. Takahashi, and T. Hasegawa
(Kyoto). Performance characteristics
of bus arbitration protocols for multi-
processor computer systems are studicd
by qucuing thcoretic approach as an
aliernative to the previous method based
on generalized Petri nets. Bus utiliza-
tion of each processor is calculated
numerically for a fixed prionty, a
cyclic priority, a batching priority, and
a modified Futurcbus protocol. Plotting
utilizations against the rate of service
requests reveals the fairness charac-
teristics of these protocols. For instance,
in the modified Futurebus protocol
with statisticaliy identical processors,
the bus utilization is evenly divided to
all processors at both light and heavy
load conditions, while it is allottcd
unevenly in accordance with their prior-
ity order at medium load conditions.
“Design and Evaluation of Snoop-
Cache-Based Multiprocessor, TOP-1,”
S. Shimizu, N. Oba, A. Moriwaki, and
T. Nakada (IBM TRL). TOP-1 is a
snoop-cache-based multiprocessor
workstation that was developed to
evaluate multiprocessor architecture
design choices as well as to conduct
research on operating systems, com-
pilers, and applications for multipro-
cessor workstations. It is a 10-way
multiprocessor using the Intel 80386
and Weitek 1167 and is currently run-
ning with a multiprocessor version of
AIX, which was also developed at IBM’s
Tokyo Research Laboratory. The
research interest was focused on the
design of an cffective snoop cache sys-
tem and quantitative evaluation of its
performance. One of the unique aspects
of TOP-1's design is that the cache
supports four different original snoop

protocols, which may coexist in the
system. To evaluate the actual perfor-
mance, a hardware statistics monitor,
which gathers statistical data on the
hardware, was implemented. This paper
focuses mainly on a description of the
TOP-1 memory system design with
regard to the cache protocols and its
evaluation by means of the hardware
statistics monitor mentioned above.
Besides its cache design, the TOP-1
mcmory system has three other unique
architectural features: a high-speed
bus-locking mechanism, two-way inter-
leaved 64-bit buses supported by two
snoop cache controllers per processor,
and an effective arbitration mechanism
12 allow a prioritized quasi-round-robin
service with distributed control. These
features are also described in detail.
[Kahaner comments that several
researchers at IBM’s TRL told him
that there were no plans for
commercialization, and the project is
very much for experimentation and
education.]

“The Kyushu University Reconfig-
urable Parallel Processor--Cache Archi-
tecture and Cache Coherence Schemes,”
S. Mori, K. Murakami, E.Iwata,
A. Fukuda, and S. Tomita (Kyushu).
The Kyushu University Reconfigura-
ble Parallel Processor system is an
MIMD-type multiprocessor that con-
sists of 128 PEs interconnected by a
full (128x128) crossbar network. The
system employs reconfigurable mem-
oryarchitecture,akind of local/remote
memory architecture, and encompasses
a shared memory TCMP (tightly coupled
multiprocessor) and a message-passing
LCMP (loosely coupled multipro-
cessor). When the system is configured
as a shared memory TCMP, memory
contentions will be obstacles to the
performance. To relieve the effects,
the system provides each PE with a
private unified cache. Each PE may
have the cached copy of shared data in
its cache whether it accesses to local or
remote memory and, therefore, the

multicache consistency, or inter-cache
coherence, problem arises. The cache
is a virtual-address direct-mapped cache
to mect the requirements for the hit
time and size. The virtual-address cache
implementation causes the other con-
sistency problem, the synonym problem,
called the intra-cache coherence
problem. This paper presents four cache
coherence schemes for resclving these
cache coherence problems: (1) cache-
ability marking scheme, (2) fast selective
invalidation scheme, (3) distributed
limited-directory scheme, and (4) dual-
directory cache scheme. Cache coher-
ence protocols and their trade-offs
among several aspects are also discussed.
[Kahaner comments that the Kyushu
work was described in the electronic
report parallel.904 (6 Nov 1990). He
commented that given the resources
available at Kyushu, a project like this
might be best thought of as a mechanism
for experience building and training.
Another paper on this was also pre-
sented at the annual parallel process-
ing meeting in May 1991. One of the
project’s principal investigators,
S. Tomita, has recently mcved to Kyote
University.]--David Notkin, University
of Washington; John Cowles, Convex
Computer Corp.; and David K Kahaner,
ONRASIA

* kK * k X

ADVANCES IN CERAMIC
POWDER PROCESSING
SCIENCE

Production of high quality powders
of the rightshape and size and process-
ing of these powders to form defect-
free ceramic bodies are important to
the development ofadvanced ceramics
for high tech components with high
reliability. These are, therefore, research
areas of high priority in the field of
ceramics. To review the progress in the
area of powder synthesis and process-
ing, a serics of conferences called the
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International Conferences on Ceramic
Powder Processing Science was initi-
ated 8 ycars ago. At the fourth in the
series, which was held in Nagoya on
13-15 March 1991, each of the integral
stages of powder processing and their
interrelationships were  discussed.
During the course of the conference it
was decided that the scope of the con-
ference should be enlarged from ceramic
powder processing science to ceramic
processing science.

Agglomerates and inclusions are the
sources of defects in the final ceramic
body. To minimize them it is necessary
to understand long range rcpulsive
interparticle potentials in slurrics with
a low particle fraction. Dr. Fred F. Lange
of the University of California, Santa
Barbara, in his opening speech, dis-
cussed the influence of interparticle
potentials on therheology of theslurry
and particle packing. The experimen-
tal results described by him confirmed
his conclusions that highly dispersed
slurries, produced with highly repul-
sive, long range clectrostatic poten-
tials, can be converted into weakly
flocced slurries by the addition nf <alt.
These weakly flocced or coagulated
slurriecs can, when consotidated by
pressure filtration or centrifugation,
give the highest particle packing with-
ot mass sesiegation. Lange explained
that a coagulative system was more
desirable than a flocced slurry because
ina coagulative system particles attract
cach other but do not touch. He also
showed experimental results that indi-
cated that the coansolidated bodics
prepared from coagulated slurries relax
strain casily, while those from flocced
slurries do not and arc prone to cracking.

Another way of achieving defect-
frce ceramic bodies is to control the
nucleation and growth of particles from
the precursor solutions. Prof. Gary
Messing of Penn State University
reviewed the principlesinvolvedin the
tailoring of precursor systems to con-
trol nucleation and phase development.

He described results of his work on
mullite and alumina. In the case of
mullite, he obtained very fine grained
structurc by seeding the precursor solu-
tion (TEOS plus aluminum nitrate sol)
with seed crystals of gamma aluminum
hydroxide. Hybrid seeds consisting of
gamma aluminum hydroxide and silica
gave even better results. The tempera-
ture at which these gels were dried and
sintered was also found to be an impor-
iant factor.

A novel process to prepare fine
ceramic powders that are monodis-
persed, with high purity and homoge-
neous compositionineach particleand
good sinterability, was reported by Prof.
S. Matsumoto of Sakai Chemical Indus-
trial Co. A varicty of compounds includ-
ing TiO,, BaTiO,, MnZnFe,O,, and
y-Fe,O, have been prepared. The pro
cess essentially involves the interac-
tion of precursor compounds in aquecus
solution under hydrothermal conditions.
For example, BaTiO, (perovskite struc-
ture) can be prepared by the interaction
of titanium hydroxide gel with Ba(OH),,
By controlling the pH, temperature,
and preccyre, the pa=ticle sive can be
controtled within narrow limits.
Matsumoto described the preparation
of MnFe,0, and acicular y-Fe,0, and
how the addition of certain impuritics
modified the crystal morphology of these
compounds. The acicular y-Fe, ), was
obtained by the interaction of ferric
chloride and sodium hydroxide solution
at 160°Ciin the presence of an organo-
phosphoric acid salt as an additive. These
powdcrs are uscd in tapes for recording
and other devices.

Additives are very important as
modifiers of particlesize and morphol-
ogy. Prof A. Takahashi of Mie Univer-
sity discussed the molecular mecha-
nisms of polymeric interactions of mixing
with solvents, bridging particles, and
steric stabilization with features of
adsorption of polymers and adsorbed
polymer conformation.

Prof. Ithan Aksay of the University
of Scattle, Washington gave an excel-
lent talk on the shape forming of ceram-
ics from colloidal slurrics. He classi-
fied processing of slurrics into two
categories: (1) shape forming while
the fluid medium is partially drained,
e.g., colloidal filtration, and (2) shape
forming without any {luid drainage,
e.g.,injection molding or extrusion. He
expounded that because of the differ-
ent mode of particle-particle intcrac-
tion in the two techniques, colloidal
slurry filtration is not suitable for
injection molding. He also described
how ultrafine inorganic particles arc
formed in biosystems. When the particle
size is <0.1 micron, high density disper-
sions cannot be achieved because of
clustering. To overcome this, it is nec-
essary to use gel systems. In nature
surfactants with bilayers (and not a
pelyelcctrolyte) are involved. Under
these conditions it is possible to form
strings of nanosized particles that can
be very densely packea.

Coating of particles with a phase
that could become viscous at clevated
temneratures, such as alumina parti-
cles coated with silica, can produce
excellent consolidated dense bodies.
Prof. M.D. Sachs of the University of
Florida reported that sialon preparced
from powders of silicen nitride and
~luminum niide coarcdwithsilica gave
a much better product than that obtained
from uncoated powders. Dr.
H.K. Schmidt of the University of
Saarland reviewed the synthesis of
powders using sol gel processes.
Preparation of thin layer electroccramics
such as titanates, zirconatcs, niobates,
and cuprates  using chemical precursors
was described by Prof. D.A. Payne of
the University of Illinois. He gave
examples of the evolution of structure
from clusters, cage structurcs, oligomers,
nctwork formation, gels, and amorphous
and crystallized layers of these
compounds. Niel Claussen of the
Technical University of Hamburg
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showed that an isostatically pressed,
attrition  milled  aluminum  oxide/
aluminum powder mixture with siliceous
additives, heated first between 800 and
1,100 °C followed by heating at 1,100
to 1,250 °C and then sintering at 1,250
to 1,500 °C, produces an excelient mullite
ceramic. In the first heating step,
aluminum is oxidized to aluminum oxide
in the form of nanosized particles of
alpha alumina. In the sccond heating
step, silicon or silicon carbide s
converted into cristobolite. Inthe third
step, a reaction between alumina and
cristobolite takes place, giving a dense
mullite ceramic. The addition of zirconia
and a humid air atmospherc enhanced
the reaction velocity according to Dr.
Claussen.

Dr. H. Wada of the Government
Industrial Rescarch Institute, Shikoku
described @ method for the prepara-
tion of aluminum borate (YALLO,.2B,0,)
whiskers by the interaction of alumi-
numsulphate and boricacid ina fluxof
potassium sulphate. Optimum yicld was
obtained at 1,100°C. A number of studics
reported preparation of electronic
ceramics by the spray pyrolysis technique.

Although no breakthroughs were
reporte 1t tiis conference, a number
of invited pap~rs described consider-
able advances in understanding the
nuclcation and growth of particles, the
structure of clusters, and the influence
of surfactants on these clusters and the
final consolidation. Aksay’s observa-
tions on the mimicking of nature in
producing higher density, nanosized
particle packing were quite interest-
ing. Also, the technique of producing
high density, high quality mullite and
aluminum oxide by sequential heating
of an isostatically pressed mixture of
aluminum oxide/aluminum metal pow-
ders with and without siliccous additive,
respectively, appears to bc a new
approach to making high quality ccram-
ics and ceramic matrix composites.--
Igbal .\hmad, AROTE
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NIPT FEASIBILITY STUDY AND
WORKSHOPS

Rccently, the Ministry of Interna-
tional Trade and Industry (MITI)
announced that a feasibility study for
the New Information Processing Tech-
nologics (NIPT) program, informally
called the 6th generation project, has
begun and described its plans for how
international cooperation is to be
managed. Apparcntly MITL s going to
coordinate all NIPT activities through
onc governmental agency in the United
States and one in the European Com-
munity (EC). The NIPT program is
now being run by

Takao Hirosawa

Director, Electronics Policy Division

Machinery and Information Industrics
Burcau

MITI

1-3-1 Kasumigaseki

Chiyoda-ku, Tokyo 100

Tel: +81-3-3501-2964

Fax: +81-3-3580-6403

(Hirosawa works in the same officc
that has recently been involved in U.S./
Japan chip discussions.)

The feasibility study will last for
about 1 year. It follows a preliminary
study that was reported on in a previ-
ous issuc of the Scientific Information
Bulletin |D.K. Kananer, " Now Infor
mation Processing Technologies Sym-
posium (Sixth Generation Project),”
16(2), 45-52 (1991)]. It the feasihility
study is positive the 10-year program
will begin April 1992,

The NIPT program is now scen as
being in eight definite projects. My
own guesses as to the hardwarc/software
components of each are in brackets.
This begins to formalize the way research
funds will be spent. Also item (3) is
now clearly specificd as a neural com-
puter. (This had not been decided by
the NIPT Symposium in March.) While

I don’t know this for sure, I would
assume that the technical icads on cach
part will not rotate, i.¢., that they will
stay with the program all the way through.

(1) Research on theoretical founda-
tions of flexibfe information pro-
cessing. [Theory]

(2) Dataflow ulira-parallel computer
based on concurrent object-
oriented model. [Hardware of a
special kind, as well as low level
(systems) software]

(3) Million ncuron parallel processor.
{Hardware]

(4) Adaptive massively parallel

machine. [Hardware, software, but

Idon'treally know what this means|

(3) Flexible information processing
model based on modularized neural
wetworks. [Neural network models
(theory), maybe some hardware]

(6) Rescarch on flexible understand-
ing and flexible inference mecha-
nism. {Thcory, maybe with some
software experiments|

(7) Optical ncuro-computers--Theo-

rctical modeling, device, and sys-

tem technologies. [Hardware]

(8) Parallel digital optical computer

architecture  and algorithms.

[Hardware for architecture, theory

and sottware for aigorithms]

Each project will be conducted by a
consortium, consisting of companics
and universitics. The feasibility study
will examine the following issucs as
weil as others.

e Each project’s feasibility (objectives,
time-tables, consortium members,
task sharing, budget, tc.).
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® Organizaticnof the NIPT Institute,
which w.il be set up in Japun and
will L2 the core body for the NIPT
Soagram.

® Rescarchanddevelopment(R&D)
infrastructure in Japan for NIPT,
such as computer networks, cle.

MITI will set up a feastbility study
committee as the exceutive body of the
feasibility study beginning in July {991
Observers are welcome as Teprosenta-
tives of the USJEC.

MITI intends to hold workshops
organized around cach of the cight
projects. These will run from Scptember
1991 through March 1992, Partcipa-
tion in these workshops is limited to
U.S/EC companies or universities if
they have the intentionofparticipating
in the consortium at the R&D stage
(although there is no commitment),
and they are requested to inform MITI
of their interest by the end of July.
{Government officials will Be altowed
1o participate as obscrvers.) Workshop
participants are obliged 1o make a report
jointly on the feasibility of cach R&D
project.

International cooperation, which s
an important part of NIPT, will pro-
ceed inone of two ways, facilitated by
an Advanced Information Technology
Forum established between MITI and
the U.S. Government and between MITI
and the EC Commission.

(a) The NIPT program will provide
funding to the international con-
sortia coasisting of Japanese com-
panies and or universitics and US./
LCcompanics and or universitics.

(b) For R&D projects other thun those
in (&) that arc conducted by the
Japanese consortium, cooperation
through exchange of R&D roesults
and exchange of rescarchers will
oceur.

(¢) In addition, the feasibility of joint
funding to the international con-
sortia by the U.S/EC and NIPT
program will be considered as a
medium-to-tong-term possibility.

Assuming that the actual NIPT
program begins, the MITI/NIPT Insti-
tute will accept R&D proposals from
the consortia in FY92, a sclection
tommittee within the institute will
examine the proposals and decide which
to fund, and funding will begin in FY92
{1 April 1992). Funding is expected to
be in terms, with an evaluation at the
end of cach term determining if the
project will be allowed to continue.

Ownership of patent rights will be
shared equally between the Japanese
Government and the inventor (or his/
her company). Patent rights belonging
to the Japanese Government can be
licensed to the inventor free of charge
or at a lowcer rate.--David K Kahaner,
ONRASIA
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UNIVERSITY OF TOKYO
DEPARTMENTAL
REALIGNMENT IN
MECHANICAL ENGINEERING

Background

The University of Tokyo (Todai) is
Japan’s most prestigious university. Its
graduates go into the best government
and university positions, including most
of the new hires into Todai’s own faculty.
The buildings are quite old, solid rcin-
forced congrete, and hard to modern-
ize. Budgets are tight. Almost all the
students areself-supporting, including
graduate students. Tuition is high but
apparcently not nearly as high as at pri-
vate ULS. universities.

The tvpical course of study is 4 years
for a bachclor’s degree, 2 more for a
master’sdegree,and 3more fora Ph.D.

The undergraduate curriculum is almost
all classroom courses while graduate
study is mostly laboratory work and
thesis, with only a few classes. This is
importantto understand in view of the
subject of this report, which concerns
curriculum reform. Informationin this
report was obtained from the author’s
personal visit to Prof. H. Inouc and
from materials provided by Inoue.

New Departments

Mecchanicalengineenng (ME) used
to be split into three subdepartments
called Mechanical Engincering, Pro-
duction Engincering, and Marine
Engincering. The latter came into being
about 20 to 30 years ago as Japan became
a prime shipbuilding country. Since
Japan no longer lcads in shipbuilding,
this department has been totally elim-
inated in the new structure. When it
existed, itdealt primarily with engines
and other ship machincry, not with ship
structure or other tradiiional naval
architecture.

Three years ago the ME Dcepart-
ment decided that it was losing stu-
dents orwould soon, with the defectors
going into more modern technologics
bascd on computers and information
sciences. The response was to “resiruc-
ture” and modernize the curriculum,
adaptingtorecent progressinmechan-
ical enginecring technology in general
and enhancing computer-intensive ME
in particular.

The pressure 10 restructure came
not only from trends visible in student
registrations but also in genceral from
the rush of technological change in
socictly and industry. Japan identified
information-intensive products as stra-
tegically important as carly as 1970
with the launchipg of the PIPS (Pat-
tern Information Processing Systems)
naiional projcct and has pursucd this
arca intensely since. Obviously
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mechatronic® products will proliferate
and engineers witl be needed to design
them,

A departmental reportin Japanese
lists financiat contributions from many
companies. This is an indication of
industry interestpressure.

As can be well imagined, this restruc-
turing was “painful,” with several chairs
being eliminated. Some faculty appar-
ently left, others changed specialtics
(M. and several new hires are on the
way or being sought. The prime source
for new hires is the department’s own
vraduates as well as those from other
Tt depurtinents, butseveral are being
~sought from the outside,

Therestructuring began 3 years ago
and the Ministry of Education took
unti! this Junuary to give final approval.
Todaiis anstional university subject to
the Ministry's governance. 1do not know
ifthereisan equivialentof ABET other
than the Ministry, but Idoubtit. All the
debate, curriculum creation, and course
design oecurred during this time, accerd-
ing o Prof. Inoue, head of the new
Mcechano-Informatics Department, so
the big fights are over and the new
structure is fully in effect.

Department and Curricular
Structure

The new department structure recog-
nizes “traditional deep”™ ME, broad ME,
and mechano-informatics (new ME):

Deptof Mechanical Engineering (Deep
ME)

1. StrengthofMatcerialsand Structure
2. Fluid Dynamics
3. Thermodynamics
and

4. Mechanicul Vibration

Mcochanies

5. Matcrial Physics and Tribology

6. Encrgy Conversion, Combustion
Physics

7. Heat and Mass Transfer

8. Mechanical Science, Measurement
Instrumentation

Dept ot Mecharical and Industrial
Engincering (Broad ME)

1. Production Systems, Manufactur-
ing Systems

2. Machine Creation and Muanufac-
turing

3. Systems Engincering, Sccurity
Engincering

4. Design Enginecring

wh

Human Systems Engincering

6. Industrial Systems, Transportation
Systems

7. Humanware Systems Engincering

Dept of Mechano-Informatics (New
ME)

1. Electronics and Computer in
Machincry (digital systems, micro-
computcr, interface, micro-machine)

2

Mechanism and Control (mecha-
tronics, control theory, mechanics
and mechanisms)

3. Pattern Information Processing
(scensors, signal processing, image
processing, visualization)

4. Softwarc Engincering (algorithm
design, programming  languages,
operating system)

ol

Computational Mcchanical Engi-
neering (computational mechanics,
simulation, finite element method
analysis, computer-aided engi-
neering)

6. Bio-Mechanical Engineering (bio-
mechanics, neuroengineering, cog-
nitive engineering)

~3

Information Systems Engincering
{robotics, artificial intelligence,
information systems)

Broad ME includes industrial engi-
neering and production engineering.
Both design and computing appear in
all three subdivisions, Students major-
ing in any one of these three take courses
{from the various chairs, with 37 recom-
mended from the home department
and 257 cach tfrom the other two. There
are no required subjects. Tdo not pres-
ently know what the requirements are
for what we call “humanitics' subjects.
This way of setting up the curriculum
may have been adopted in order to
reduce contlict between the advocates
of the new curriculum and those of the
old who usually ask in such debates
what mechanical engineering really is.
The new structure actually moots this
question in a very realistic way, acknowl-
cdging the fact that the old curricular
and disciplinary boundaries have long
since beendestroyed by external events
and it is necessary to build new oncs.
The three new subdepariments com-
plement cach others’ research and
cducation and respond to the challenge
to form the “newdiscipline of mechan-
ical engineering.”

According to Prof. Inoue, the pur-
posc of the Department of Mechano-
Informatics is to enhance the rescarch
and cducation of compuicr-intensive
mcchanical  congincering.  Primary
rescarch fields include:

¢ “Mechatronic™ means combining mechanical and clectronic or other technojogies. A CD player is an excellent example. }
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e creation of intelligent machinery such
as robotics and mechatronics

® computer-intensive design and
analysis of mechanical systems

® introducing new tunc:itons or
approaches into machinesy such as
bionic functions, neuro science, and
micro-machines

® advanced human-machine interface,
virtual reality, cognitive ¢ngineer-
ing, etc.

Onsubsequentvisits| hopetodelve
deeper into such questions as the rela-
lion beitween university training and
company training ¢ d whether the
university thinks any one student can
really Icarn all the things that are offered.
What should a competent design engi-
neer know in a world of mechatronics?
Since there are no required subjects,
only “strongly recommended” ones, the
department has not taken arigid stand
on these points.

Iraised the question of the place of
algorithms in this curriculum. It may
seem odd to relate algorithms to mechan-
ical design, but Inoue agreed immedi-
ately that this is an essential ingredient.
Manycomplex products are algorithm-
driven by their embedded micropro-
cessors. Many have complex uscer inter-
faces and multiple internal states, both
mechanical and electronic. “Thus a sense
ofalgorithms is esscntial for a compre-
hensive design approach.

A rclated question is why algorithm-
aware studcnts don’t go into computer
scicnce (CS). The simple answer is that
there is no CS department in Todai’s
engincering school! There is a CS
department in the School of Science,
however. I did not lcarn much about
what it teaches. The electrical engi-
neering (EE) department in the School
of Engincering deals mostly with power
and information systems, including
signal processing and vision. Most U.S.

universities have CS departments or
CS divisions of EE departments. At
Todai such competition does not exist,
leaving a clear path to ME for such
students who also have a mechanical
bent.

Discussion

Many universities in the United
States have trouble changing their
curricula radically, in spite of obvious
reasons to do so. At the Massachusetts
Institute of Technology (MIT) I saw
leading professors introduce new
matcrial at the graduate level and prove
it out before trickling it down to the
undergraduate curriculum. This can take
many years and lacks a department-
wide strategic approach. It also lacks a
methodology for removing outdated
material, leading to crowding in the
undergraduate syllabus. At Todai the
graduate curriculum has so few classes
that this method may not be available.
The MIT ME Department is currently
engaged in a long-term redesign of its
curriculum.

The methodology at Todai is not
totally clear to me, except that the
pressure came from within the depart-
ment, apparently, and not from the
dean. The methodology for selecting
elements of the new curriculum is also
not clear, except that the chairs focus
on areas that are related to their research.
This creates expertise but does not
guarantee that generic material will be
taught or that the students will obtain
a balanced education. I will try to find
out during subsequent visits if industry
reviews or advice was involved, or
whether departments have visiting
committees as do U.S. universities.

What is clear is that the change was
quite radical and has defined “mechani-
calengineering” in a way that would be
almost unrecognizable at many schools
in the United States.--Daniel E. Whitney,
ONRASIA
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PROPOSAL FOR JOINT
RESEARCH PROJECT

ON RETRIEVAL OF
JAPANESE DATABASES

The Database Promotion Center
(DPC), Japan is planning a 2-year
research project with interested foreign
partners in order to develop a system
for retrieval of Japanese database infor-
mation by use of English (or other non-
Japanese) language queries [see also
D.K. Kahaner, “Japanese Dutabase
Activities,” Scientific Information
Bulletin 16(1), 65-68 (1991)].

As of 1990, there were over 650
original databases created and avail-
able in Japan. Eighty-eight percent are
described using Japanese (kanji). This
makes them essentially inaccessible to
non-Japanese speakers and adds to the
sense that Japanese information is closed
to Westerners. Providing databases in
English within Japan is expensive and
the market within Japan is seen as small.
The eventual solution to this is to employ
intelligent machine translation, and this
is an active research area. There are
alsosome com:mercialized systems, but
their performance has thus far been
limited.

DPC would like to improve this
situation in the short run by allowing
non-Japanese speakers to query
Japanese databases in English or other
languages. The plan is for a 2-year
project, 1991-93, which will:

o Define the specifications for a
retrieval system.

e Develop a prototype system and
make it available to overseas users
(the system is planned to runon a
workstation or a PC).

® Relcase a report on the project.

Foreign organizations are encour-
aged to participate by
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® Accepting Japanese rescarchers
within the participating organiza-
tion.

e Attending committee meetings
(international transportation to be
provided by DPC).

o Usingand evaluating the prototype
system for about 3 months.

Rcaders should note that this pro-
posal relates to the query language. It
docs NOT imply that response from
the English queries will be in English
and thus docs not appear to me to
provide much additional access. How-
ever, the Japanese research assistant
in my office felt it would help
somewhat in that one level of translation
would be eliminated. This is a very
small step forward, but perhaps it can
be achicved within 2 years.

For further information, contact
either Mr. Keisuke Okuzumi or Mr.
Hiroyuki Endo at DPC:

Database Promotion Center, Japan
World Trade Center Bldg

2-4-1 Hamamatsu-cho

Minato-ku, Tokyo 105, Japan

Tel: +81-3-3459-8581

Fax: +81-3-3432-7558

--David K Kahaner, ONRASIA
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SECOND NTT
SCIENCE FORUM

Nippon Telegraph and Telephone
Corporation {NTT)isthe “Ma Bell” of
Japan and is the major player in Japan’s
telecommunications industry. Until
April 1985 it was a public (govern-
ment) corporation solely responsible
for the industry. However, like AT&T
carlicr, it was privatized in 1985, allowing

competitors to enter the ficld. Never-
theless, it remains the largest of the
companies which opcrate Japan’s
telecommunications network, the large
size of which is evidenced by the fact
that, with the exception of the United
States, Japan has morc telephonces than
any other nation in the world.

As part of its effort to raise and
enhance its image as a leader inscience
and technology, NTT in 1990 initiated
a science forum program in which dis-
tinguished scientists in a particular ficld
are invited to present lectures and dis-
cuss their work. The second of thesc
forums was held on 10 April 1991 and
its theme was “Marine Biotechnology --
Ocean as a Source of Life.” Two speakers
from the United States, Professor
Andrew A. Bensonof the Scripps Insti-
tution of Oceanography and Professor
Harlyn O. Halvorson of the Woods
Hole Oceanographic Institute, were the
invited lecturers. The formal lectures
were followed by a pancl discussion
with Benson and Halvorson, who were
joined by Professor Shigetoh Miyachi,
Executive Managing Dircctor of the
Marine Biotechnology Institute (MBI),
and Professor Isao Karube of Tokyo
University. The moderator was Mr.
Akio Etori, the Executive Directorand
Editor of Mita Press. Before the
discussions began, Professors Miyachi
and Karube gave brief presentations of
their work.

Professors Benson and Halvorson
cach reviewed past work in the ficld of
marine biotechnology and discussed
contributions that can be expected.
Benson reviewed the field in terms of
marine products, health, and environ-
mcnt. Among the topics he discussed
were the Manzanar Project to develop
mariculture in the Red Sca, regulation
of calcium by calcitonin from salmon,
and the ability of some marinc organ-
isms to detoxify arsenic by synthesis of
nontoxic arsenic compounds. The work

at Woods Hole was the subject of
Halvorson’s presentation and included
a discussion of novel resistance mech-
anisms to infectious diseuses displayed
by some marine organisms and the novel
processes employed by certain marine
bacteria (archaebacteria) to withstand
cxtreme environments.

Professor Miyachi described MBI,
which was cstablished last year in two
locations, Shizuoka and Kamaishi. The
institute is financed by government
(Ministry of International Trade and
Industry) and industry. Currently 24
companics provide funds and two-thirds
of the rescarchers. Biodegradation of
oil, bio-antifouling agents, and CO,
extraction with marine algae are some
of their projects. Professor Karube
discusscd studies related to the prob-
lem of global warming; among them
were solar bioreactor experiments in
Okinawa and CO, removal with coral.

Although the lecturcs presented “big
picture” overvicws rather than detailed
discussions of specific research pro-
grams, the forum provided a good
medium for people working in the ficld
to get together.--Sachio Yamamoto,
ONRASIA
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TRON (THE REAL TIME
OPERATING SYSTEM NUCLEUS)

TRON is a large and long term project to develop a computer operating
system (OS) along with a global man-machine interface that can work
with many other computer operating systems. Its main focus is to provide
an environment for a very large number of small distributed computers to
cooperate in real time. The project is supported entirely by industry, mostly
Japanese. Western academic computer scientists should make themselves
much more knowledgeable about the details.

SUMMARY

TRON (The Real Time Operating
System Nucleus) is a complex and
controversial subject, especially in the
United States. It is an ambitious proj-
ect which is attempting to develop an
operating system (OS) specification that
will be coupled to a global man-machine
interface that can work with other,
different computer operating systems,
such as those of IBM, SUN, APPLE,
and DEC. Its main focus is to provide
an environment for a very large num-
ber of small distributed computers to
cooperate in real time. The project is
supported entirely by industry, mostly
Japanese, but a few Western. The orig-
inator and principal investigator of the
project is

Prof. Ken Sakamura

Department of Information Science
Faculty of Science

University of Tokyo

7-3-1 Hongo

Bunkyo-ku, Tokyo 113, Japan

Tel: +81-3-3812-2111 x4094

Fax: +81-3-3779-5753

Email: sakamura@tansei.cc.u-

tokyo.ac.jp

by David K. Kahaner

Professor Sakamura created the
TRON concept in 1984 and has been
working energetically to promote
industry’sacceptance of it since then. It
could have an important impact, when
completed and if accepted, in many
areas of information technology, such
as advanced numerical controls, robotics,
task interfaced plant operations, and
simultaneous intertask communications
as well as in many consumer applica-
tions. Sakamura claims that all the
funding for the project has come from
industrial sources through the TRON
Association. Membership now num-
bers almost 150 and includes essen-
tially all major Japanese electronics
companies, as well as construction
companies, software houses, etc. (A
complete listis given in the Appendix.)
There are also a few U.S.-Japan sub-
sidiaries such as IBM Japan and Apple
Japan and a very small number of U.S.
companies such as Tandem Computer
and Motorola.

A great deal has been written about
TRON. The April 1987 issue of IEEE
Micro was entirely devoted to this topic,
and Sakamurareceived an IEEE award
for best paper of the year because of his
work. TRON was also the subject of a

short chapter written by Professor
Michael Harrison in a JTEC report,
“Advanced Computing in Japan,”
October 1990. Both these references
also contain citations to many other
rescarch papers. TRON has been directly
involved in basic trade friction between
the United States and Japan, and this
has obscured some of its major techni-
cal aspects. For example, more than
50% of Harrison’s report was concerned
with trade concerns. Even so, in the
West, TRON is not well known, and
details about the project are much better
known in the industrial community than
in the basic research community. The
purpose of this report is not to repeat
material that has already been covered
in otherscurces or to deal with conten-
tious trade problems in any way, but
rather to point out to research scien-
tists that there are TRON concepts
that have wide implication in many
other aspects of computing science.
Why is TRON important? It is not
necessary to master the details of the
various TRON architecture specifica-
tions to graspits potentialsignificance.
Sakamura is visualizing a world even
more computerized than today’s. In
such a world one’s everyday life will be

1
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infiuenced by computers that adaptthe
local environment; provide basic func-
tions for communication, transporta-
tion, and control, as well as interact
between other heterogeneous computer
environments. What are the key char-
acteristics associated with such a com-
puterized world? Clearly, these include
distributed processing, toleration of
faults, rapid response (real time) to
multimedia inputs and outputs (voice,
image, text, and others), a very human
and friendly interface, and adaptation
to a constantly changing universe in
which the network of computers will be
undergoing constant reconfiguration
as nodes are added, removed, or replaced
by different systems. These are some of
the same issues confronting researchers
in scientific parallel and distributed
computing. (Of course, there is a dif-
ference between the needs of high
performance distributed numerical
computation and real time distributed
computation, but this difference is
primarily related to task switching speed
rather than fundamental organization.)
But one major difference between
TRON and other distributed comput-
ing models is that TRON is driven by
large numbers of small sensor-sensitive
computers, the kind that are most likely
to make their appearance in inexpen-
sive consumer devices, light pens, touch
screens, television, etc. The important
part of this is that in Japan consumer
electronics is fueling the computer
industry rather than the other way
around. Consumer product specialists
such as Panasonic, Sony, Seiko, Ricoh,
Kyocera, OKi, etc. are deeply involved
in computer developments. When we
realize that in the United States one of
the most successful parallel comput-
ers, Intel’'s iPSC (hypercube), got its
first boost by being able to make use of
large numbers of inexpensive, off-the-
shelf processors that were used in PCs,
itis possible to imagine how the trans-
fer from consumer technology to com-
puter technology occurs here.

One very good (and well known)
example is the TRON Housc. This is
an extremely modem residence of almost
400 m? situated in the center of
Roppongi, one of the most expensive
sections of residential Tokyo. The
general appearance of TRON House
is similar to what one would find in the
pages of Architectural Digest--modern,
open, functional. The building connects
about 1,000 computers that are all linked
together to perform a dazzling variety
of automated functions controlling
lighting, heating, cooling, domestic hot
water use, ironing, cleaning, personal
hygiene equipment, entertainment,
ticketing, etc. Currently, a family is
actually living in the housc at the same
time that experiments are being con-
ducted using the computers. (For cxam-
ple, what happens if some of the sys-
tems break down?) Plans are to open
the residence in April 1991 to public
inspection. The projectis supported by
19 Japancse companics including NTT,
Nippon Homes, Mitsubishi Electric,
Toto, and Yamaha. The construction
industry is Japan’s largest, and since
1987 new-housing starts have bcen
averaging about 1.7 million per year.
The average Japanese new house is
about 136 m? (about 1,400 ft*). Youcan
buy a two-floor, California style house
of that size that sits cheek by jowl against
its neighbor and isabout a 1-hour train
ride from Tokyo for about $700,000.
Thus TRON House represents a sub-
stantial investment.

Sakamura plans to extend the con-
cept to a TRON office building and
even to a TRON city with “billions” of
cooperating computers. The construc-
tion companies sce in TRON a future
of intelligent buildings, intelligent
communities, and intelligent cities, in
which nonobtrusive computers will
control various functions in environ-
mental control, security, communica-
tion, health, amenity, recreation, and
transportation systems. The construc-
tion of a pilotintelligent building is to

start in 1991. In addition, there is a
10-year project to build a computer
city incorporating TRON concepts.
Land has already been set aside in Chiba
Prefecture and this project is being
carried forward by over 40 corpora-
tions. Certainly, thc research necessary
to make such a distributed computing
project work must have some relevance
to other distributed/cooperative com-
puting projects.

Theone Sakamura laboratory that
visited was a feast of gadgets and
experiments. There seemed to be no
end of equipment, and high-end
workstations were packed almost wall
to wall. (His laboratory space occupies
virtually an entire floor in the University
of Tokyo’s Faculty of Science building,
although I was told that he is also
moving into another larger facility in a
different part of the city.) Sakamura
has designed an ergonomic keyboard
for a TRON-based Gmicro workstation
that he demonstrated to me. It was
hooked up to a standard Sony video
camera and the operator could open a
window that displayed the camera’s
output, which could be processed in
real time. The workstation is definitely
multimedia capable. There are also
wircless clectronic pencils (functioning
like a mouse) and wireless erasers. He
is designing “intelligent” glasses that
will scnse distance from the screen and
adjust text image size accordingly. A
videocenteralsolets Sakamuraand his
students experiment with interaction
to and from CDs.

The TRON project is now so large
that it has branched; BTRON, ITRON,
CTRON architectures are associated
with business, industry (robotics), and
communication, respectively. For exam-
ple, the target application classes for
CTRON systems include switching and
communication, information process-
ing, and workstation applications as
central file servers in wide area net-
works or as hosts in large databases.
The CTRON specification defines
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mechanisms to meet the special needs
ofhard real time constraints, high reli-
ability and high performance. Each of
the subprojects has ambitions goals.
For example, BTRON workstations
use a 16-bit character code to allow
them to support many different lan-
guages. The BTRON specification’
make it likely that the system will have
real time response capability even if
equipped withadvanced man-machine
interfaces. The design also incorporates
psychological techniques such as requir-
ing users to confirm that they want to
process sequences that will take a long
time and the updating of only those
portions of the display requiring user
attention. BTRON defines a common
data format for graphical data, and the
BTRON OS has utilities for editing
and displaying such data as well as
hypertext functions and the ability to
link documents in network fashion.

There are a number of committees
and special interest groups. For exam-
ple, the automotive committee is study-
ing ways to use TRON in navigation
and safety. Thereisa TRON computer
education research group, consumer
electronics research group, intelligent
house rescarch group, physically hand-
icapped needs group, etc. The seventh
annual TRON Project Symposium was
held (in English) in December 1990,
coincidentally with the TRON Show
where products are displayed and
demonstrated. Each symposium pro-
ceedings is published by Springer-Verlag
(TRON Project 1990, Ken Sakamura,
editor, ISBN 0-387-70066-8, Springer-
Verlag, New York).

Sakamura has repeatedly empha-
sized that he is involved in basic research
and wants an open system in which
creative ideas are shared. For example,
in the latest symposium, he gave a paper
on programmable interface design for
highly functional distributed systems.
The idea here is that cooperation among
clements in a large distributed system
is only possible if some standard

interfaces are provided on all the com-
munication paths in the network. Such
interfaces need to be defined between
application programs, data formats, net-
work protocol, printer control codes,
human/machine interfaces, etc. But if
the standard is fixed this will tend to
stifle incorporation of new computer
tech-nology. Alternatively, if the
standard is updated via dated versions,
thenversion inconsistency wilt soon be
a problem. Sakamura proposes to deal
with this in the following way. A system
with which communication is made can
be programmed, and interface spec-
ifications can be changed whenever
needed. When communication takes
place between systems, first the interface
specifications on both sides are com-
pared and, if necessary, the side requiring
higher level specifications sends a pro-
gram to the other side, establishing the
necessary communications. For exam-
ple, consider a system in which an
ITRON-controlled air conditioner is
operated by a BTRON computer. If
the air conditioner sends to the BTRON
machine a dialog window program for
its control, interaction with people can
then be left up to the BTRON machine,
while the ITRON side need only receive
instructions that have been determined
based on a standard interface.

TRON specifications are published
and available for everyone to examine.
Members of the TRON Association
have access to some additional infor-
mation, but special provisions are in
place to provide academic researchers
with full details. Given the involve-
ment of Japanese industry in the TRON
project, it is not surprising that much
of the research is being done at corpo-
rate laboratories, but it is somewhat
disappointing that there has been so
little involvement from the West, and
essentially none from the academic
community. At the 1990 TRON
Symposium a few Western scientists
did give papers, but with the lonely
exception of Professor James Mooney

from West Virginia University, their
affiliations were entirely industrial. And
while Mooney does make recommen-
dations and assessments about CTRON,
his paper is mostly concerned with
general issues of software portability
rather than about detailed TRON
research. On the other hand, papers
were presented by researchers from
NTT, Toshiba, Hitachi, Matsushita,
University of Tokyo, NEC, Mitsubishi,
OKi, Fujitsu, and c%.c:. in Japan. Topics
ranged from the very general such as
Sakamura’s above to detailed imple-
mentations on Unix, PCs, and other
systems, floating point, graphics, etc.
Sakamura admits that there may have
been some misunderstanding related
to trade problems and that he per-
sonally does not know t00 many Western
computer scientists. He explained that
while many Japanese scientists like to
study Western papers to then general-
ize and extend them, his approach has
been to try and develop his ideas entirely
independently. The fact that his sup-
port is only from industry may also
have diluted interest from the basic
research community in the West.
However, now some Western companies
have expressed theirinterest by joining
the TRON Association. The latest is
Tandem Computers, who is hoping to
expand its knowledge of how to make
large computer systems more fault
tolerant. (A TRON-specification
extended bus, TOXBUS, has been
developed specifically to improve the
performance of VME or Multibus for
tightly coupled high performance sys-
tems, as well as fault tolerant systems.)

TRON has standard functions such
as interrupt, exception handling, and
memory control functions, in addition
to such basic capabilities as input/output,
file management, and debugging. U.S.
operating systems with some similarity
to TRON are RMX-86, MTOS-68K,
and VRTX/68000. Users can write in
C, C+ +, Fortran, Pascal, and Forth as
well as TRON-specific language
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(TULS). (Green Hills Software in the
United States provides compilers for
TRON architectures.)

About half a dozen TRON-based
microprocessors are already commer-
cially available, as are 2 number of
ITRON products (see Tables 1 and 2).

One characteristicof TRON CPUs
is the use of a large linear (nonscg-
mented) address space. The early design
was for a 32-bit CPU with expandabil-
ity to 64-bit addressing. TRON-based
microprocessors include the 32-bit
MN10400 by Matsushita, or a 32-bit
Gmicro 300 from the combined efforts
of Fujitsu, Hitachi,and Mitsubishi that
1 saw demonstrated. (The MN10400
has run floating point double precision
calculationsat8.3 MWIPSat20MHz.)
Oki Electric has developed a 0.8 um
CMOS 32-bit TRON-based micro (032)
containing 700,000 transistors, which
will perform at 10 MIPS at 33 MHz.

The TRON Association also
announced the development of CHIP64
(a 64-bit microprocessor). Hitachi has
an IBM-PC bus board that allows its
integrated system debugging tool (ISDT)
to run. ISDT is part of Hitachi’s
European-based TRON project.
Toshiba has an Intel 386-based operat-
ing system based on CTRON specifi-
cations. In the United States, Interactive
Systems Corp. has ported TINIX
System V Release 3 to a Gmicro/200.
This company has many years of
experience in porting various versions
of Unix to Intel, Motorola, and RISC
processors, and the development team
found that the Gmicro/200 had some
advantages that made hardware-
depcndent portions of the port relatively
easy to implement (especially memory
management and software generation
system). Gmicro has a floating point

unit (FPU). One interesting feature is
that elementary functions are computed
using the iterative “cordic” algorithm
[C.W. Schelin, American Math Monthly
90(5), 317-25 (May 1983)]. Hewlett-
Packard adapted a similar scheme for
its pocket calculators.

It has also been claimed that the
Japanese industrial involvement is as
much for fear of being left behind as
from any direct interest in the project.
Part of their reluctance stems from the
historical Japanese approach to build-
ing custom software from scratch, rather
than using standardized components.
My own observation is that research
activity is active although industrial
commitments might be a bit tentative.
Asan example, hereis a quote from the
Mitsubishi Research Institute,

Table 1. TRON-Based Microprocessors

Number of Number of Process
Microprocessor MMU Cache Transistors | (CMOS) Packaging

Instructions

(x 10,000) (um)
TX1 (Toshiba) 93 X X 45 1.0 155 PGA
Gmicro/100 92 X |256 inst 34 1.0 155 PGA
(Mitsubishi) 152 OFP
Gmicro/200 2228 0 |1 Kb inst 73 1.0 135 PGA
(Hitachi) 128 stack
Gmicro/300 102b 0 |2 Kb inst 90 1.0 179 PGA
(Fujitsu) 2248 2 Kb data
11¢
MN10400 93 X |1 Kb inst 40 1.2 144 PGA
(Matsushita)
032 (Oki) 103 0 |1 Kb inst 70 0.8 208 PGA
1 Kb data

8Coprocessor.
bBasic.
“Decimal.
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Table 2. ITRON Products
Specification 0s CPU 0S Vendor
mu-ITRON MR7700 MELPS 7700 series Mitsubishi
MR3200 M32 Mitsubishi
HI8-3X H8/300 series Hitachi
HIS8 H8/500 series (64 KB mem) Hitachi
HI8-EX H8/500 series (1 MB mem) Hitachi
REALOS/7 F2MC-8 series Fujitsu
TR90 TLCS90 series Toshiba
ITRON1 RX116 V20/30 NEC
HI68K 68000 Hitachi
HIlé6 Hlé Hitachi
REALOS /286 80286 (protected mode) Fujitsu
MR32 32032 Mitsubishi
ITRON2 HI32 H32 Hitachi
REALOS [F32 F32 Fujitsu
IX101 TX1 Toshiba
MR3210 M32 Mitsubishi
ITRON/FILE HI68KA 68000 file mgmt for HI68K Hitachi
HIl6A Hl16 file mgmt for HIL6 Hitachi
HI32A H32 file mgmt for HI32 Hitachi
MR3200F M32 file mgmt for MR3200 Mitsubishi
MR3210 M32 file mgmt for MR3210 Mitsubishi

We ... are conducting research
into methods, based on the object-
oriented approach, of defining
application requirements, carry-
ing out software design, and
generating program code auto-
matically. The object-oriented
approach is especially geared to
event-driven applications in real-
time control fields so our imme-
diate goal is to build prototype
systems applying ITRON speci-
fications.

Matsushita has been most active in
the adaptation of TRON into its prod-
uct lines and has produced an educa-
tional system geared for the school
market under the sponsorship of the
Center for Educational Computing
(CEC), an organization affiliated with
the Ministry of International Trade and
Industry (MITI) and the Ministry of

Education and Culture. The potential
adopiion of TRON standards for school
computerswas one of the trade-related
COncerns.

Some U.S. researchers do not think
much of TRON, saying itis nothing but
a warmed-up version of the Motorola
68000 to make it a real time OS and
extendable to 64-bit chip applications,
in other words, not innovative technol-
ogy. And some of the U.S. vendors may
feel that their real-time operating sys-
tem kernels are superior to what could
be done using 'TTRON. Sakamura feels
that his viewpoint is rather different.
TRON chips do notuse RISCarchitec-
ture. Sakamura believes that when float-
ing point is required RISC speed drops
off rapidly. Further, he feels that to get
the most performance and cost benefit
it will be necessary to use specialized
chips (ASIC),commenting thatusinga
RISC chip for video is not as effective

as using a special ASIC, and that it
would cost far too much to use aRISC
chip in a game computer or in what
should be an inexpensive consumer
product. He claims that a TRON spec-
ification chip has functions that make
it more suitable as an ASIC controller.
Further, there is a family approach to
TRON, something that RISC chips don’t
have (using the same architecture from
16 to 64 bits is not the RISC model).
The TRON project is concerned about
anarchitecture thatis suited to systems
with extremely large numbers of intel-
ligent objects networked together, and
compatibility is clearly necessary.

A reasonable question is the rela-
tionship between TRON and other
Japanese computer projects, such as
the proposed New Information Pro-
cessing Technology (NIPT) [see my
articles “New Information Processing
Technology Workshop,” Scientific
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Information Bulletin 16(2), 31-43 (1991);
“New Information Processing Tcch-
nologies Symposium (Sixth Genera-
tion Project),” 45-52]. One major dif-
ference isthat the funding for the latter
is via the Japanese Government; TRON
is industrially financed. While TRON
is looking toward futuristic uses of
computers, it is using silicon technol-
ogy for chip design. Further, TRON
has no provisions for new reasoning
models and concentrates more on the
interface, communication, and collab-
oration issues. TRON is focuscd on
uscs of computers in very direct appli-
cations, while NIPT envisions much
morc complicated information process-
ing requiring new models of what it
mecans to think and computc. TRON is
being propelled by scientists who
imagine a city where many computers
cooperate; NIPT is viewing a world
where computers and  people  are
synergistic.

SUGGESTIONS

In the West many pcople are wor-
ricd about TRON, because they fear
that if Japancse electronic giants such
as Sony, NEC, Fujitsu, Mitsubishi, and
Matsushita someday adopt the TRON
specification in their product standards,
then these could eventually become
the world-wide industry standard
because of Japanese strength in the
electronics and computer markets.
Conscquently, Western companies
would then be forced to adopt TRON
specifications in order to be competi-
tive. There is another view, however.
As all TRON specifications are pub-
lished in English, there is nothing to
stop Western manufacturers from
implementing a TRON operating sys-
tem and marketing it to the Japancse.
Computer Design (1 February 1991)
points out that TRON is only a specifi-
cation, not real code. The fact that it
can be implemented cn many different
levels appears to ofler an opportunity

for enterprising U.S. software com-
paniecs. They go on to remark that “if
the U.S. is so far ahead in software
technelogy, it should be possible to
create BTRON-based high-
performance operating systems that
would be strong competitors in the
Japanese market.”

My own view is that we should con-
centrate on the scientific content of
this project. There is no doubt that
promotional literature about TRON is
often vague and sometimes fails to dif-
ferentiate between the future that will
come anyway and the future that will
come using TRON. Several of the
Japanese academic computer science
rescarchers [ spoke to were also politely
tentative about TRON. Theysstate that
computer science research spans a broad
range from highly theoretical to nuts-
and-bolts extremely practical, and that
TRON concentrates on quite practical
applications. Nevertheless, there are
many cxcellent ideas coming from the
TRON community. Fueled by the
Japanese ability in chip and other hard-
ware design and manufacture, mem-
bers of this group have been aggressive
and successful in building experimen-
tal systems. Western scientists are not
going to be able 10 assess these unless
they are more active participantsin the
project. Western standards organiza-
tions as well as research scientists should
start paying serious attention to TRON
specifications now, realizing that sooner
than we anticipate one of the Japanese
giant electric firms may adopt TRON
specifications. One way to begin would
be to have scrious U.S. attendance at
the 1991 TRON Symposium, which will
be held on 26-27 November 1991 in
Tokyo. For more details contact
Sakamura.

ADDITIONAL COMMENTS

After a draft of this report was dis-
tributed, scveral readers sent comments
and amplifications to what I wrote.

The two most substantial were from
Prof. J.D. Mooney (West Virginia Uni-
versity), who was cited above for his
participation in the last TRON sympo-
sium, and Prof. J. Hootman (Univer-
sity of North Dakota), who was editor-
in-chief of JEEE Micro atthe time that
the TRON articles were published in
that journal (1987). Their comments
are quotcd below,

Hootman

It strikes me as if the TRON con-
cept is an ideal one for Al [artificial
intelligence), ncural nets, etc. If one is
to really model the brain, etc., it will
require a multitude of sensors and the
interactic: of many wilicicent types of
systems--an ideal type of situation for
the TRON. I am really surprised that
no group has started to look at that. Tt
would be interesting to study this and
just see what kind of information was
generated.

In order to really convey the place
and importance of TRON, I think that
it is necessary to make a table and
compare TRON with something like
Unix or other operating systems and
give the good and the bad points of
both.

I think that we in the U.S. tend to
look at oursclves and concentrate on
the good stuff we do. We don’t spend
time looking at others to see what they
are doing. I bet Ken S. looked around
and just made the considered decision
to do something different. The other
impressive part of Ken’s operation is
the support that he has from the gov-
ernment and industry [only industry as
far as I can tell-DKK]. This says that
the IBMsof theworld are going to have
to do some serious looking at TRON
and other operating systems.

Prof. Joseph Hootman

Dcpt of Electrical Engineering
University of North Dakota
Tel: (701) 777-4428

Fax: (701) 777-3650

16



SIB 16 (3) 91

Mooney

I would like to follow up and com-
ment on some of the points made by
the Kahaner report on the TRON
project. Dr. Kahaner cited me (with
some justification) as a “lonely excep-
tion” to the lack of participation by
westera researchers, especially aca-
demics, in the TRON project. He also
observed that the project is controver-
sial, and the follow-up comments cer-
tainly illustrated this: They all sug-
gested that TRON was uninteresting
and should not be taken seriously,
although none of the posters had sig-
nificant first-hand knowledge about
the project.

Twill eneak 2¢ ane who does have
some first-hand knowledge. Dr.
Sakamura first contacted me in 1985
because of my work on the IEEE
“MOSI” standard (an operating sys-
tem interface standard for small com-
puter systems). I have participated in
discussions about TRON since that time,
and I have been anactive participantin
the CTRON subproject of TRON since
1988. For the record, I do receive
research funds in connection with this
project. I was an invited speaker at two
TRON symposia in Tokyo, and a TRON
researcher spent a year working with
me at West Virginia University.

Tam not an apologist for TRON or
for the Japanese, but I am often amazed
by the “uninformed” negative reactions
to this project. A discussion which I
initiated about TRON on USENET
2 years ago led to a wide range of criti-
cisms, many based on inaccurate knowl-
edge (and a few on outright anti-
Japanese bias). I'later summarized this
discussion in the TRON special issue
of Microprocessors and Microsystems
(October 1989). There was no interest
in establishing a TRON newsgroup to
continue the discussion.

I would like to propose a more
balanced view. The TRON projects are
not a panacea, but with all respect to

Professor Tanenbaum, it is foolish and
shortsighted to call TRON “dead as a
doornail.”

First of all, it is important to remem-
ber that the TRON “project” is actually
a large collection of subprojects moti-
vated by a common vision. That vision
is one of open, global networking,
supporting everything from werldwide
communication to local networks of
“intelligent objects” in the home. It is
fair to be skeptical or opposed to parts
of this vision; Americans, especially,
do not want to live in an environment
where computers seem to have the upper
hand. The total TRON vision may never
come to pass, or may be far in the
future. But the TRON subprojects do
not depend on the vision and are not
waiting for it. Some of them are already
technically complete and are quietly
finding their way into commercial
products.

The TRON goals depend funda-
mentally on open participation. TRON
subprojects are aimed at developing
“standards,” not products. Many com-
mercial interests are participating,
and eachstandardisintended toenable
products of many vendors, although
reasonably differentiated, to work
together. Western companies with no
present involvement in TRON may
find advantage in offering products com-
patible with these standards.

TRON is, of course, of Japanese
origin; in the U.S. view it will forever
be “not-invented-here.” There are obvi-
ous cultural and language barriers to
foreign participation. But participants
from any country have always been
wclcome, and specifications for the
TRON subprojects, although still under
development, are being openly pub-
lished. A few TRON presentations and
workshops have been held outside Japan,
and the TRON Association is willing
to help organize such events wherever
there is sufficient interest. The text of
Dr. Kahaner’sreportsuggests thatonly
a handful of Westcrn companies have

joined the TRON Asenciation, but a
detailed scan of the list he provides
shows a lot of familiar names [thanks
for the correction--DKK]. These com-
panies may not all be actively partici-
pating in development, but they will
not ignore potentially significant
markets.

The TRON standards are not devel-
oped in a vacuum. They do not conflict
with existing international standards,
and they interfucc to these standards
where appropriate (e.g., the OSI model,
the Ada Language). TRON represen-
tatives participate in international stan-
dards activitics, and the various TRON
specifications are likely to be proposed
for ISO/IEC JTC-1 standardization
when completed.

TRON is funded purely by an indus-
trial consortium; it receives no govern-
ment support (is there a surer recipe
for success?). TRON is also nota trade
barrier; nothing in its nature suggests
that it could be anything but a trade
facilitator. In May 1989 the U.S. Gov-
ernment “proposed” TRON for possi-
ble inclusion on a list of sanctioned
products. There was a clear misunder-
standing of the nature of the TRON
project. Part of the concern centered
on the rumor that MITI would man-
date use of TRON-based products in
schools, creating a supposed obstacle
to U.S. suppliers. This did not happen,
although the U.S. Government certainly
mandates widespread use of many
American standards. This misunder-
standing was soon resolved, and TRON
was never listed, but the bad press
continues.

The TRON project was conceived
from the start to include five principal
subprojects. Itis not correct to say that
the project has “branched” due to
growth. It is also misleading to confuse
the name TRON with a particular
subproject or to formopinions or draw
conclusions about the TRON project
as a whole based on views about only
one subproject.
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Four of these subprojects have been
well developed to date: ITRON,
BTRON, CTRON, and the TRON CPU
(or CHIP). Each of these has alrcady
led to both detailed specifications and
products. ITRON, BTRON, and
CTRON are each families of operating
system interface specifications. The
TRON CPU is a family of micropro-
cessor architecture specifications. The
fifth subproject, MTRON (for Macro
TRON), is aimed at developing an
intclligent distributed control for a
complete network. Itis in a much earlier
stage of development.

These specitications were designed
to work together; the TRON CPU is
envisioned as the usual processor for
ITRON-based embedded systems and
for BTRON-based workstations. How-
ever, they surely do not depend on one
another. In practice, most ITRON and
BTRON products to date have used
other processors (Intcl, Motorola, etc.),
while TRON CPU systems often run
other types of OSs, including UNIX.

The TRON CPU has received the
most criticism. I will not try to defend
this architecture, but even if it is not
admired it will soon be found in many
Japanese products. Moreover, the OS
specifications are being used without
the CPU. ITRON is the basis for
embedded systemsinapplicationssuch
as robotics, mobile communication, and
consumer products--not to mention the
TRON House, which does exist and
apparently works. BTRON worksta-
tions 10 date have been specialized for
Japanese input, which may limit their
usefulness in the West. However, [ have
scen (in 1988) BTRON systems that
include effective multilingual process-
ing, high-level data management, mul-
timedia output and “input,” and (a
special concern of Dr. Sakamura’s)
integrated support for disabled uscrs.
This could be effective competition for
some existing workstations.

CTRON is in a special class, designed
forlarger environments and optimized
especially for communications and
information processing applications. It
is likely to find application in tele-
phone and communication systems, in
Japan and elsewhere.

The TRON projects are not only
feasible, they are developed and matur-
ing. Annual international conferences
havebeen heldsince 1987, with presen-
tations in both Japanese and English
and simultaneous translation. Papers
in the first confcrence focused on TRON
concepts and development of the spec-
ttications. In 1988 and 1989 increasing
numbers of implementation reports
were presented. The 1990 conference
was concerned with topics such as per-
formance, reliability, and validation.
The CTRON committee has begun a
serics of formal portability experiments
involving CTRON products of a num-
berof companies to validate the ease of
porting software in CTRON environ-
ments. This project was launched with
asymposium on software portability in
September 1990. My paper in the 1990
TRON Symposium Proceedings, to
which the Kahaner report refers, empha-
sizes portability because it was origi-
nally presented at the portability sym-
posium. A slightly revised version was
then reprinted in the later proceedings.

In summary, I strongly agree with
the conclusion drawn by Dr. Kahaner
in his very objective report, that TRON
is indeed a force to be reckoned with.
You may like or hate the project, but
each TRON specification deserves to
be evaluated on its own technical merits.
Many companies are doing this, and
some arc adopting TRON clements.
Like it or not, these clements are already
appearing in Japancse products and
systcms, and understanding them will
be important for international com-
merce.

Prof. James Mooney

Dept of Statistics & Computer
Science

Tel: (304) 293-3607

West Virginia University

Morgantown, WV 26506

Internet: jdm@a.cs.wvu.wvnet.cdu

David K. Kahaner joined the staff of
the Officc of Naval Rescarch Far
East as a specialist in scientific com-
puting in November 1989. He
obtained his Ph.D. inapplicd mathe-
matics from Stevens Institute of
Technology in 1968. From 1978 until
1989 Dr. Kahancrwas a group lcader
in the Center for Computing and
Applicd Mathcmatics at the National
Institute of Standards and Tcchnol-
ogy, formerly the National Bureau of
Standards. He was responsible for
scientific softwarc development on
both large and small computers. From
1968 until 1979 hc was in the Com-
puting Division at Los Alamos
National Laboratory. Dr. Kahancr
is the author of two books and more
than 50 rescarch papers. He also
edits a cr.umn on scicntific applica-
tions of computers for the Socicty of
Industrial and Applicd Mathematics.
His major rescarch intcrests are in
the devclopment of algorithms and
associated softwarc. His programs
for solution of diffcrential cquations,
evaluation of intcgrals, random
numbers, and others are used world-
wide in many scicntific computing
laboratories. Dr. Kahancr’s clectronic
mail address is: kahancr@xroads.cc.u-

tokyo.ac.jp.
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Appendix

TRON ASSOCIATION MEMBERS AS OF 30 MARCH 1990

Aisin Seiki Co., Ltd.

Alps Electric Co., Lid.

Amano Corp.

AMD Japan Lid.

AMP (Japan), Ltd.

Ampere Inc.

Ando Electric Co., Ltd.

Anritsu Corp.

Apple Computer Japan, Inc.

Asahi Kasei Microsystems Co., Ltd.

Ascii Corp.

AT&T Japan, Ltd.

Aval Data Corp.

Brother Industries, Ltd.

Canon Inc.

Casio Computer Co., Ltd.

Central Information Center Co., Ltd.

Chubu Electric Power Co., Inc.

Computer Presence Corp.

CSK Corp.

Custom Technology Corp.

Digital Electronics Corp.

Digital Equipment Corp. Japan

Elco International KK

Electrcaics & Telecommunications
Research Inst

Fanuc Ltd.

Ford Motor Co.

Fuji Electric Co., Ltd.

Fuji Facom Corp.

Fuji Software Inc.

Fuji Xerox Co., Ltd.

Fujitsu Ltd.

Fujitsu Network Engineering Ltd.

Garde Inc.

Goldstar Software, Inc.

Green Hills Software Inc.

Hazama Corp.

Hirose Electric Co., Ltd.

Hitachi, Ltd.

Hitachi Microcomputer Engineering, Ltd.

Hitachi Software Engineering Co., Ltd.

Hokkaido Information &
Communication Co., Lid.

Hoshiden Electronics Co., Lid.

IBM Japan, Ltd.

Ikegami Tsushinki Co., Lid.

Ines Corp.

Intec Inc.

Intel Japan KK

Iwasaki Electronics Co., Ltd.

Japan Air Lines Co., Ltd.
Japan Aviation Electronics Industry, Ltd.
Japan Direx Corp.
Japan Radio Co., Ltd.
Kawai Musical Instruments Mfg. Co., Lid.
Keizo Lid.
Kohgaku-Sha Publishing Co., Ltd.
Kohwa Joho Giken Inc.
Kokusai Denshin Denwa Co., Ltd.
Kokusai Electric Co., Ltd.
Kozu Systems Design Corp.
KSD Corp.
Kyocera Corp.
Logic Systems International, Inc.
Matsushita Communication
Industrial Co., Ltd.
Matsushita Electric Industrial Co., Ltd.
Matsushita Electric Works, Ltd.
Matsushita Electronics Corp.
Meidensha Corp.
Microboards, Inc.
Micronics Co., Lid.
Microtec Research, Inc.
Minolta Camera Co., Ltd.
Misawa Homes Inst of Research and
Development Co., Ltd.
Mita Industrial Co., Lid.
Mitsubishi Electric Corp.
Mitsubishi Electric Semiconductor
Software Corp.
Mitsubishi Research Inst, Inc.
Mitsui Real Estate Development Co., Ltd.
Morson Japan
Motorola Inc.
NEC Corp.
Nihon Unisys, Ltd.
Nippon Columbia Co., Ltd.
Nippon-Data General Corp.
Nippon Homes Corp.
Nippon Koei Co., Ltd.
Nippon System Kaihatsu Co., Lid.
Nippon Telegraph and Telephone Corp.
Nippondenso Co., Lid.
Nissan Motor Co., Ltd.
Nissin Electric Co., Ltd.
Northern Telecom Japan Inc.

NTT Data Communications Systems Corp.

NTT Software Corp.

NUK Corp.

Oki Electric Cable Co., Ltd.
Oki Electric Co., Ltd.

Oki Electric Industry Co., Ltd.
Oiivetti Systems Technology Co.
OMC, Inc.

Omron Corp.

Omron Tateisi Scitware Co.
Pasco Corp.

Personal Media Corp.

PFU Ltd.

Plus Corp.

rrinting Machine Trading Co., Lid.
R&D Computer Co., Ltd.

Ricoh Co., Ltd.

Roland Corp.

RSA Network Corp.

Sanyo Electric Co., Ltd.

Seiko Epson Corp.

Seiko Instruments Inc.

Seikosha Co., Ltd.

Sharp Corp.

Shimizu Corp.

Shinko Electric Co., Ltd.

Siemens AG

Software Consultant Corp.
Software Products and Systems Corp.
Software Research Associates, Inc.
Sony Corp.

Sumitomo Electric Industries, Lid.
Sun Wave Industrial Co., Ltd.
System Algo Co,, Ltd.

System V. Co.

Texas Instruments Japan Ltd.
Tokico Ltd.

Tokyo Computer Service Co., Lid.
Tokyo Electric Power Co., Inc.
Tosei Systems Co., Ltd.

Toshiba Corp.

Toto Lud.

Toyota Motor Corp.

Uchida Yoko Co., Ltd.

Uemura Giken Co., Ltd.

Victor Co. of Japan, Lid.

V/acom Co., L.td.

Wind River Systems, K K.
Yamaha Corp.

Yamaichi Electric Mfg. Co., Lid.
Yamatake-Honeywell Co., Ltd.
Yasukawa Electric Mfg. Co., Ltd.
Yazaki Corp.

Yokogawa Electric Corp.
Yokogawa-Hewlett-Packard, Ltd.
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JAPAN’S ALPHA PROJECT

The Alpha Project is a coordinated effort by Japanese industry (NEC,

Fujitsu, Matsushita, Hitachi, NKK, Kobe, Toshiba, etc.) to develop a

modern three-dimensional computer program for computational fluid

dynamics. This report describes the background of the project and its
current status. We also assess its future potential.

INTRODUCTION

In 1988 scveral Japanese companics
came together to form the Association
for Large Scale Fluid Dynamics Code.
One of their research activities has been
investigation of new software for fluid
dynamics, administratively called the
Alpha-Flow Project. Initially the asso-
ciation was composed of 15 companies
that together provided about $10 million.
About 5% was aiso loaned to the
association by the Japan Key Technology
Center, which is set up by the Ministry
of International Trade and Industry
(MITT) and funded by intercest on income
from the stock of NTT. (Such non-
profit foundations are part of Japan’s
“third sector” and play an important
role in supporting science.) In addi-
tion, there were about 30 additional
companics who have paid lesser
amounts.

The motivativa behind the project
is that mathematical modeling of fluid
flow by computer, computational fluid
dynamics (CFD), is a crucial part of
large scale cngincering simulation for
nuclear reactors, aircraft design, wind
flow around large structurcs, ectc.
Japaaese industry makes heavy usc of
programs that perform simulation, and
their utilization is bound 1o increase.
For example, it is estimated that between
1% and 2% of Japanesc construction
industry sales revenue goes for research
and development (R&D); the figure in

by David K. Kahaner

the United States is less than 0.05%,
less than 1/20th as much. Thereis ancc-
dotal evidence that the Japanese are
using computational modeling for more
long range projects than correspond-
ing U.S. companies. U.S. firms tend to
usesimulation packages forimmediate
projects. One Western scientist told
me that after the project is over,
companics that he was familiar with
ofteni forget how to use the package
and, in some cascs, cven forget that
they have it

Most CFD programs arc either
proprictary and only provided as
“exccutables” by commercial vendors
or privale such as thosc used at the
Department of Encrgy iaboratorics, such
as Livermore or Los Alamos. Japanese
use of Western simulation programs
varics from using them as black boxes,
without dctailed knowledge of the
“inside” of these packages, to signifi-
cant enhancements that have been made
to some programs that were made
available to them from national labo-
ratories.

CFD poses very severe difficulties
in terms of the mathematical model
and the details of its implementation.
Programs that solve “real” problems
usually contain tens of thousands of
lines of (mostly) Fortran, written over
many years by a heterogeneous collec-
tion of physicists, engincers, and com-
puter scicntists. Maintenance and
documentation of these programs are

oftenspotty; theyare the typical “dusty
decks.” Recently, there has been some
effort to modernize CFD programs,
but it is rare that a completely new
package is developed from first
principles.

A large modcling problem can
consume endless hours of supercom-
puter time and generale enormous
quantitics of printed and graphical
output. Using these programs can be
tricky. The underlying model incorpo-
rates various assumptions and approx-
imations; designers and users are always
hoping to “add morc physics,” refine
the numerical mesh, improve the
numerical methods, etc. Itis often dif-
ficult to validatc a program and scicn-
tifically risky to use one without a great
deal of expertisc and/or consulting
assisiance. Thus a good program repre-
sents a very significant economic asset
to its owners.

Charge-back costs to uscrs are high
in order to recoup the substantial devel-
opment expenscs and to support ongoing
research. Just as importantly, end uscr
companies are often naturally nervous
about being dependent on software
that their engincers do not entirely
understand. Most companies would
rather have their engineers understand
the working of computer programs that
provide answcrs they need to rely on.
Further, to get the most out of such
complicated programs, and to avoid
being misled by incorrect and incomplete
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answers, it is essential that users have
some understanding of how these pro-
grams work. It seems perfectly reason-
able that Japanese industry should want
to develop their own in-house expertise.

ALPHA PROJECT

Three key people who have been
instrumental in starting the Alpha
Project are:

Mr. Hiroshi Mizuta

Special Assistant to the President

Program Planning and Management
Dept

National Space Development Agency
of Japan (NASDA)

World Trade Center Bldg

2-4-1, Hamamatsu-cho

Minato-ku, Tokyo 106 Japan

Tcl: +#81 3 5470-4255

Fax: +81 3 3432-3969

Email: mizuta@ nsavax .pan.nasa.gov

Prof. Mamoru Akivama
Dceptof Nuclear Engincering
University of Tokyo

7-3-1 Hongo

Bunkyo-ku, Tokyo 113 Japan
Tel: +81 3 3812-2111, x6989

Prof. Ryoichi Takahashi

Dept of Mechanical Engincering
Tokyo Institute of Technology
2-12-1 Ohokayama

Meguro-ku, Tokyo 152 Japan
Tel:+81 3 3726-1111, x3058

These threc have known cach other for
many ycars (Mizuta and Akivama since
high school); the common denomina-
tor is their association with nuclear
technology. Before Mizuta moved to
NASDA he snent a number of ycars at
PNC, a government funded organiza-
tion looking into fast breeder reactors
and the nuclear fuel ¢ycle. Now he is
responsible for planning issucs related
1o computing. Akiyama is primarily

intercsted in thermal hydraulics but is
also chairman of the committce that
advises MITI about the nuclear indus-
try. He also wrote a clear overview of
the Alpha Projcct in the Proceedings of
the International Conference on Super-
computing in Nuclear Applications
(March 1989, pages A2:60-65).
Takahashi specializes in large scale
computing of nuclear models.

The association gets input from
¢nd users, academic rescarchers, as well
as its members. Basic research, mostly
in industrial laboratories or at univer-
sities, helps 1o decide the fundamental
mathematical, physical, and numerical
techniques. Akiyama told me that there
are 50 to 100 people associated with
the project in various ways.

A contract softwarc company [Fuji
Research Institute Corp. (FRIC)] does
the program implementations. Cur-
rently, there arc between 30 and 40
programmers and computer analysts
working on the project at FRIC.

Dr. Hideaki Koiki

Fuji Research Institute Corp.
Shibaura Center

3-2-12 Kaigan

Minato-ku, Tokyo 108 Japan
Tel: +81-3-5476-2294

Fax: +81-3-5476-0405

is the technical leader of the FRIC
group and coordinated a recent visit of
mine to their institute.

A biannual mecting gives rescarchers
an opportunity to show their latest
resultsand for the Alpha Projectdevel-
opers o present their progress. A
Proccedings is issued in Japanese,
although at the March 1990 meeting
Dr. Eric Hellpagel (Computc,
Resources International, Denmark)
gave a very general discussion of the
potential uscfulness of artificial intel-
ligence (Al) and human computcer inter-
action when coupled with the power of
a supercomputer.

According to Mizuta, a key aspect
of the project is that Japanese scien-
tists want access to the insides of com-
plicated CFD programs in order 1o verify
and understand e¢xactly what they are
doing. My own cxperience in other
general mathematical software is that
this is not always nccessary in really
well designed programs as long as the
physical and mathematical models have
been carefully worked out. The appar-
ent nced here probably reflects both
the string and thumbtack construction
of some CFD programs and the fact
that the models are usually not entirely
satisfactory. Mizuta claims that this
phase of the Alpha Project has focused
on the physical model to be solved and
the numerical techniques to be uti-
lized. The project has been developing
single-phase, three-dimensional solvers,
using finite differences only, for a vari-
ety of physical situations. Finite ele-
ments are not being considered at this
time as they are thought to be too slow.
Approximately 100,000 to 150,000 lines
of Fortran have bcen written to sup-
port the solver part of Alpha, orga-
nized as follows.

Solver for incompressible flows (A moduie for
Cartesian and cylindrical coordinates
and one for boundary fitted
coordinates. There is also a module for
frec surfaces.)

Solver for heat transfer in solids

Solver for mass transfer (where trace
amounts of matenial are mixed with the
fluid)

Solver for incompressible fiows with multiple
free boundaries

Solver for chemically reacting flows (low
velocity reaction flow)

Solvi, for compressible flows (for high velocity

viscous flow)

The 15 companics that support the
association will be permitted to have
copics of all the source programs; other
members will get “exccutables™ only.
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However, during the development
phascs, participating researchers will
have access to some parts of the source
programs, presumably for them to study
and test. It is expected that cach com-
pany will modify the programs cither
for its own neceds or to optimize scc-
vons for particular hardware.

This phasc of the projectis focusing
on the scientific and engineering aspects
inthedesignofa CFD package, i.c., the
model. This 1s natural given the back-
ground of the research team and the
engineering expertise of the support-
ing companics. However, there are other
issues thatare also very importantsuch
as the following.

e MNlodularity and portability.

¢ Hardwure indcpendence and opti-
mization for different computers,

e Mantenance framework for large
{huge) source programs.

o Documentation.
® Uscrinterface.

® [ncorporation of expert systems and
Al for advice on problem sctup,
interpretation, and managementof
results.

e Adaption of the programs 1o
advanced computer architectures,
such as parallel computers.

Mizuta claims that they want 1o tackle
these issucs and lists them as among
their most important goals. Neverthe-
fess, he admits that they haven’t done
much in any of these directions and
that the concept of using expert sys-
tems, ele., is casier in principle than in
practice. Some items in the list above
will he casier to accomplish than others.
For example, we already know how to
design numerical software with inter-
changeable parts and to plan fora high

degree of portability. It is more diffi-
cult 1o also get highly optimized soft-
ware, especially over a wide spectrum
of machine architectures. Adding intel-
ligence 10 numerical programs is a
new, major rescearch area and there is
significant work »t Purduc, Ruigers,
and other places. In the West, especially
in the national laboratories, petro-
chemical companics, and other places
where CED programs are in heavy use,
there are major efforts 1o study the
implications of new machines, such as
paralict and distributed computers. The
Alpha Project has not looked into this
aspect.

lwas surprised to learn thatMizuta,
and presumably the other Alpha-Flow
Project scientists, was not well con-
nected into the community of Western
researchers who have been actively
studying most of these topics, c.g.,
participation in the Expert Systems in
Numerical Computation Conference
thatis held cach ycar at Purdue. On the
other hand, papers in the recent Alpha-
Flow Symposium concerning the man-
machine¢ interface arc full of references
to current research in the West. At the
mofnent there is also almost no partic-
ipation from scicntists in the West,
although Mizuta and sthersarc known
in the Western CFD community and
have recently returned from a trip o
scveral U.S. laboratories. When [ asked
about this, Mizuta explained thatatthe
beginning the Japanese didn’tfeel that
they had anything to contribute and
wanted to bring their own expertisc up
to a credible el first

After Mizuta said that the emphasis
was on the solvers, | was amazed to
lcarn during my visit to Fuji that the
user interface has not been neglected;
almost 300,000 lines of C have been
written in the man-machine scction.
Thesce include

e Control module
e Module for input generation

e Module for
processing

interactive  post-

® Al module (cvpert system)
® Module for data management

I was shown a few brief demonstra-
tions of the system, which looked quite
powerful as well as flexible, but had no
opportunitytostudy any partsindetail.
The design philosophy is to write the
Fortran in the form of portable and
modular machine independent subrou-
tines and the man-machincinterface in
similarly portable and modular form.
The latter would be expected to run
under X-Windows on a Unix wurksta-
tion and the Fortran on a remote (super)
computer. Between these parts would
be a “gateway” module that would
contain all the machine spccific details
of the implementation. There is a
complicated flow of data between
modules, but thisis standardized by use
of a standard filc format and a conver-
sion description standard, which appear
to be well thought out.

Mizuta and Akiyama have stated
that they want international coopera-
tion on the project. Akiyama wrote
that “we solicit cooperation from all
quarters.” Tasked what form this might
take, as the only people who are entitied
to copics of the source programs are
the supporting industrics. Initialiy, there
was some ambiguity about this. Mizuta
thought that Western scientists might
want to participate in order to be able
10 comparc their programs against
Alpha’s, but that certainly would not
be enough to appeal to me. When |
askcd Akiyama the same question he
admitted that he really meant cooper-
ation from additional Japancsc com-
panics who may want 1o contribute
financially. As far as other researchers
are concerned, he thought that some
ncutral information could be shared
with them, but that this would have to
be discussed with the steering committee,
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as was my request to visit FRIC in
order to sec a demonstration. Subse-
quently, though, Mizutaexplained that
he expected to be able to offer Western
researchers (academic, not commer-
cialy copics of sourcc modules. This
would be a perfectly fair exchange to
obtaincoopcration and I hope that this
is in fact what will happen. In fact, I
hope o convince Mizuta to demon-
stratc Alpha during this year’s Super-
computing 91 meeting, in Albuquerque,
New Mexico.

[ was told scveral times that this is
not rcally a government project. In fact,
one of Alpha’s accomplishments has
been to bring together distinct Japanese
companics to build the software foun-
dation thatthey can cach particularize.
Industrial partners get source programs
and can then make modifications to
suit thcir own necds. The Alpha group
has no responsibility to maintain these
modificd programs.

At the current stage of the project,
a good deal of program structure has
been developed, combining computa-
tional modules with an intelligent front
end through the gateway. According to
the project senedule, most of the docu-
mentationwork isbeing done this year.
Allthe documentation that Isawwasin
Japancse, which would definitely be an
impcdiment to Western cooperc tion,
but is probably essential to effective
use of the software here.

It was emphasized to me that the
two goals are (1) developing vectoriza-
ble programs and (2) making the prob-
lem sctup casy to use. Using the abso-
lutcly best algorithm, or at icast fine
tuning it, was not considerced so impor-
tant. The project participants are hard
at work verifying the modcls by run-
ning them on about 20 major test prob-
lems, most of which are completed.
These included such things as bound-
ary fitted coordinates. The “boundary
fitted coordinate” technique (sometimes
referred to as “body” instecad of

“boundary”) is quite similar to low order
finite element methods. Both methods
use nonrectangular meshes. | was shown
several slides of flow patterns from Alpha
side by side with those from other
computations or expcriments and the
agreement looked excellent. I remarked
to Akiyama that these pictures didn’t
give any information about how
successful the project was at achieving
either (1) or (2) above, but the demon-
strations were persuasive with respect
to the second. For example, in dealing
with incompressible flow the Al module
has about 100 rules. There is also an
online manual.

My opinion is that we should not
judge Alpha only by what it has pro-
duced thus far. Although it may have
madc major strides in cducating and
bringing together Japanese scientists,
from a global research perspective its
accomplishments seem modest. A great
dcal of their development has dupli-
cated, i.e., either copied or adapted,
existing published work. For example,
the “multiple free boundary” work is
based on SOLA-VOF, developed in
the United States.

Arecent visit to the vendor displays
at Supercomputing Japan ’91 shows
many Western engincering analysis
software packages with very graphi-
cally oriented interfaces. Alpha has only
been in existence about 3 ycars, 75% of
its funding schedule. Considering that
it started with a clean sheet, this is not
much time when compared 10 the efforts
that have occurred developing CFD
packages elsewhere. Hence, it is unlikely
that the Alpha-Flow Project is yet
compctitive with the best CFD pack-
ages cither from the United States or
from Europe.

Howcver, Mizuta is very clear that
the code name Alpha represents the
first letter of the alphabet, and that he
firmly intends to sce Beta, Gamma,
even Omega. He claims that he has
strong supportfrom Japancsc industry

and that many ncw companies want
“in.” Further, there is interest in using
the framework to develop software for
molecular computations and new mate-
rials design. Akiyama is less interested
insuch grand goals. He admitted to me
that the Beta Project will probably
focus only on two-phase flow, which is
of less general interest (few of the
Japancse auto companies are likely to
participate), and hence will nced only
about half its current funding
(85 million). The Gamma Project will
probably involve Monte Carlo or
stochastic methods development. For
his own research, Akiyama is more
interested in building a very advanced
simulator (using a massively parallel
computcr and sophisticated software)
for major nuclear accidents that he hopes
will never occur.

The educational aspect of this proj-
ect should not be ignored. Mizuta
emphasized that onc goal was to involve
universities--the idea being the estab-
lishmentofknowledge centers thatwill
continue to produce people (students)
with knowledge of computational fluid
dynamics. About a half dozen univer-
sity groups have been funded under the
Alpha Project.

There has been a trend in the United
States (possibly elscwhere) to use
commercial/private software without
understanding how the software func-
tions or what sssumptions and approx-
imations are made in thesoftware. This
is a very bad trend; perhaps the Alpha
Project is partly a reaction to this situ-
ation. The Alpha Project seems to
indicate that the Japanese are taking a
long range view by trying to increase
the number of enginecrs and scientists
who are familiar with large scale numer-
ical simulation techniques. This
approach will eventually put themin a
much better position to exploit com-
putational modeling for a wide range
of applications. It would be useful if
more U.S. companies thought the same
way.
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A final note. I asked if there was
interest from the Japanese aircraft
industry, as CFD is such an important
aspect of aircraft design. Akiyama said
no, mostly becaus<inJapan that indus-
try is concentrated in a few companies
such as Mitsubishi Heavy Industries
that already have extensive software of
their own and se¢ no need to support
research outside their own organization.

SUGGESTION

Scientists outside Japan need to view
the project as a first step and as an
educational tool. At the same time
Alpha’s steering committee needs to
clarify the question of access to infor-
mation. Perhaps Western input could
be helpful in forming these ideas.
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COMPUTING IN HIGH ENERGY PHYSICS '91

The international Computing in High Energy Physics meeting, held
11-15 March in Tsukuba Science City, Japan, is summarized.

INTRODUCTION

High energy physicists are engaged
in “big ticket” physics. These are the
people whose experiments require the
large accelerators at CERN, Fermi
National Accelerator Laboratory
(FNAL), National Laboratory for High
Energy Physics in Japan (KEK), the
Super Collider at Texas (SSC), etc. The
experiments generate massive amounts
of data. Experiments can generate
100 MB/s of data, a terabyte a day, and
a pentabyte a year. Acquiring, moving,
and storing these data need high speed,
high bandwidth networks, libraries of
tapes and other external storage devices,
as well as automated retrieval systems.

Processing the data is required first
in real time during the experiments
and then as postprocessing afterwards
for analysis. For both of these require-
ments, the computing needs have always
outstripped the capabilities of what-
ever was the current fastest supercom-
puter. Related theoretical analysis, such
as lattice gauge theory, which does not
depend on the experimental data, also
requires tremendous computing
resources, which will barely be satisfied
by teraflop computers. In fact, special
purpose computers are being built
specifically for some of these analyses.

Each year high energy physicists from
around the world who areinterested in
computing come together for their
annual meeting [Computing in High
Energy Physics (CHEP)]. This year it
was held in Tsukuba Science City, about
1 hour outside Tokyo, from 11-15 March
1991. This was truly an international
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meeting, as the following summary of
the participants shows:

Country No.
Brazil 2
Canada 1
China 5
Denmark 1
France 12
Germany 12
Israel 2
Italy 17
Japan 118
Malaysia 1
Spain 1
Switzerland 29
U.K. 4
U.S. 35
U.S.S.R. 32
Total 272

There were 30 plenary talks and 84
presentations in the parallel and poster
sessions. There was also a small exhi-
bition by vendors. Because several other
meetings were being held during the
same week, I was only able to attend
the first day and a half of this conference.
The purpose of this summary is to
provide my general impressions of the
work as far as [ was able to assess it.
Many thanks to Professor Yoshio
Oyanagi (University of Tokyo) and
Mr. Sverre Jarp (CERN), who partic-
ipated in all of CHEP ’91, read this
report, and made important suggestions.
A Proceedings is not yet available but
will be published this summer by

Universal Academy Press
Ohgi-ya Building

5-26-5, Hongo

Bunkyo-ku, Tokyo 113, Japan
Tel: +81-3-3813-7232

GENERAL IMPRESSIONS

(1) High energy physics computing
demands are at least as great as
those in some better known fields,
such as fluid dynamics, molecular
modeling, etc.

(2) The scientists working in high
energy physics are already using
large, interconnected, state-of-the- -
art hardware for their experiments.
Thus the use of complicated com-
puter networks and collections of
distributed computers for data
processing and analysis does not
put them off. Rather, they have
been doing distributed and paral-
lel computing for years using
“farms” of minicomputers, typi-
cally Vax computers. Vax comput-
ers are so ingrained into the cul-
ture that performance is measured
in VUPs (Vax units of perfor-
mance). Postprocessing of data is
also done on whatever is the largest
machine available (in Japan these
aare typically FACOM or Hitachi
mainframes). A good deal of the
“tracking” computations can be
vectorized but not much else.
However, there is a definite move-
ment toward RISC workstations
and parallel computers. In fact,
the computing environment
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3)

surrounding some of these experi-
ments may be more sophisticated
(although often homegrown) than
inlaboratories that are famous for
supercomputing. Also, at the soft-
ware level these laboratories are
already dealing with some extremely
large (often multi-millions of lines)
source programs. Few software tools
are being used, and most of those
are either homegrown or vendor
supplied utilities. Thomas Nash
(FNAL, nash@fnal.fnal.gov)
emphasized the need for research
in software engineering to aid in
software management.

The high energy physics (HEP)
community has more or less spurned
mainframes and related central-
ized services. HEP code has never
been cost-justified on expensive
supercomputers or mainframes
because the programs (1) areoften
small and (2) rarcly vectorize, hence,
the interest for cheaper systems
(Unix and RISC) that offer the
promise of the huge computer
quantities that the community
needs. At the same time they real-
ize that supercomputer companies
can offer some services that can-
not be duplicated elsewhere.

David O. Williams from CERN
(davidw@cernvm.cern.ch) dis-
cussed the relationships between
mainframes and workstations as
seen by his constituency. With
respect to the question “Is the role
of the mainframe terminated?” he
made the following conclusions.

® General purpose mainframes as
weknowthemin HEPareatthe
start of their run-down phase.
This phase will take about 5 years
in HEP and longer in the general
marketplace.

® The services provided by these
mainframes are essential and

“4)

over time will be provided by
more specialized systems. He
urged mainframe builders to
realign prices towards the
workstation server market;
emphasize integration; push the
mainframe’s input/output (I/0)
advantage relative to worksta-
tions; perform research related
to quickly accessing vast quan-
tities of data on a worldwide
basis; and emphasize dependa-
bility, service, ease of use, and
other things that will have a big
payoff for scientists. [Robert
Grossman from the University
of Illinois (grossman@uicbert.
eecs.uic.edu) echoed a part of
this by pointing out that perfor-
mance of database systems will
have to be dramatically
improved. For example, the
“distance” between two physical
events in a 10" item database
can be very great. Thus the first
query will always be expensive,
but research needs to be done
on methods to speed up subse-
quent queries.]

Williams’ advice for workstation
builders is to maintain aggressive
pricing, emphasize integration, push
I/O capacity, and develop good
peripherals and multiprocessors.

Ibelieve that most of the audience
agreed with these points.

Specialized computers for simula-
tion, in particular quantum chromo-
dynamics (QCD), have been built
or are under development in the
United States, Japan, Italy, and
perhaps other countries. These
QCD machines include one at
Columbia University, Italy’s APE,
Tsukuba University’s QCDPAX,
IBM Yorktown Heights’ GF11, and
FNAL’s ACP-MAPS. The Japanese
QCDPAX project began in the
late 1970s and is now running with

480 nodes and a peak speed of
about 14 GF (GFLOPS) [see
DX Kahaner, “The PAX computer
and QCDPAX: History, status, and
evaluation,” Scientific Information
Bullerin 15(2), 57-65 (1990)], begin-
ning its fifth generation. The
Columbia machine has almost as
long a history and has a similar
performance. Table 1 (presented
by Iwasaki at the meeting) gives
some details of existing parallel
computer projects dedicated to
lattice gauge theory.

Several new machines are in the
pipeline. A teraflop machine for
QCD has been proposed to the
U.S. Department of Energy by a
collaboration of scientists from
(mostly) U.S. universities and
national laboratories. New
machines are under development
at FNAL and other places. The
Japanese Ministry of Education,
Science, and Culture (Monbusho)
has just approved funding of the
next generation PAX (about $10M
from 1992-1996). All of these are
estimating performance in the range
of several hundred gigaflops within
the next few years. The network
topology of QCD machines has
been getting more sophisticated,
too, moving from one-dimensional
(1D) (16 CPU), two-dimensional
(2D) (16x16), three-dimensional
(3D) (16x16x8), to four-
dimensional (4D) (16x16x8x8).
There are still plenty of problems,
though, as neither the topology
nor control structure [single
instruction/multiple data (SIMD),
multipleinstruction/multiple data
(MIMD), ?] is really settled. In
addition, reliability (MTBF) as well
as pin and cabling issues have to be
addressed. Nevertheless, at the
leading edge, some of these scien-
tists are already talking about per-
formance beyond one teraflop.
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Table 1. Existing Parallel Computer Projects Dedicated to Lattice Gauge Theory
M
Computer/ ! No. |Archi- e 1 cPY Peak
Location | CPUs | tecture CPU FPU DRAM Performance | Network Host (GF) Status®
SRAM (MF)
(MB)

Columbia 256 | MIMD 80286 80287; 2 MB 8 64 2D NNMP | vax 16 1
Univ. Weitek 11/780

3364x2
GF11/1BM 566 | SIMD - Weitek 64 KB 2 20 Memphis | IBM 11 2

1032x2, switch 3090

1033x2
ACP-MAPS/ 256 | MIMD Weitek Weitek 2 MB 10 20 X-bar & | Micro 5 2
FNAL XL8032 | XL8032 hyper~3 | vax

chip set | chip set

APE /Rome 16 | SIMD -- Weitek -- 16 64 Linear Micro 1 1

1032x4, array Vax

1033x4
QCDPAX/ 480 | MIMD 68020 LSI 2 MB 4 32 2D NNM Sun 15 1
Tsukuba Logic 3/260

L64133
APE100¢/ 2048 | SIMD MAD 4 50 3D NNM 100 3
Rome (custom)

8Status: (1) Running; physical results reported.
(2) Nearly working.
(3) Well underway.
bNNM = nearest neighbor mesh.
€ For additional details concerning APE100, contact M. Malek (mmalek@onreur-gw.navy.mil), who is writing
about high performance computing in ONR’s London office.

(5) The community is very interna-

there does not seem to be nearly as

tional, with visits to each other’s
laboratories and joint projects being
very common. For example, Katsuya
Amako (KEK, Japan) pointed out
that in each of the Tristan experi-
ments (Venus, Topaz, Amy), physi-
cists from almost 17 institutes are
participating. Frankly, this is one
of the most well mixed interna-
tional research communities that [
haveseen. Consequently, thereisa
great deal of data sharing and savvy
about advanced computing and
networking. There is not much going
on within their world that is not
rapidly known by all the active
participants. On the other hand,

much communication between this
group and others doing high per-
formance computing. I see several
reasons for this, including an intui-
tive sense by the physicists that
they have the best expertise needed
to treat their problems (because
their computing needs are so spe-
cial purpose), and an almost exclu-
sive dependence on VMS software
until recently--thus an isolation
from the Unix world. High energy
physicists are moving heavily and
rapidly from minicomputers to
workstations, and a “wind of Unix”
was definitelyblowing through the
conference. The growth of Unix is

already bringing people closer
together, and I am very optimistic
thatall partiescanlearn fromeach
other. In particular, it seems to me
that as computing becomes more
distributed, the experiences of the
physics community, who have
actually been doing this for some
time, can be beneficial in more
general situations. Similarly, the
physicists can learn from computer
scientists and algorithm developers,
who have broader views. Inciden-
tally, Japanese contributions in this
area are bound to increase rapidly;
when Unix is the accepted stan-
dard, then the best hardware will
be easily adopted worldwide.
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(6)

(™)

For the future, the participantssee
data storage, CPU power, and soft-
ware as three crisis issues. Net-
working between remote scientists
and the experiment, or among sci-
entists, was seen as something that
needed to be beefed up but not
emphasized as at a crisis stage. In
Japan, future high energy physics
projects are viewed as large inter-
national collaborations, and there
is astrong feeling that a more unified
worldwide HEP computing envi-
ronment is needed.

Parallel computing is moving mo-e
into the mainstream of Japanese
science. Two Japanese parallel
computers that I reported on within
the past year (QCDPAX and
AP1000) were used to perform
real work presented at this meeting.
In addition, some applications of
transputers were also shown. I am
predicting that we will see this trend
continue as Japanese-built paral-
lel machines are installed in other
“friendly” outside user installations.
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JAPAN’S FIFTH GENERATION
COMPUTER PROJECT

Japan’s Fifth Generation Computer Project (FGCP) is summarized. *

INTRODUCTION

Beginningin 1982, Japan embarked
on a 10-vear program called the Fifth
Generation Computer Project (FGCP),
funded at over ¥40B from Govern-
mentsources. The goals of the Ministry
of International Trade and Industry
(MITT) directed project are to focus on
large-scale parallel processing for
nonnumerical computation, in partic-
ular on logic programming. The proj-
ect has generated a great deal of
excitement in the West, partially because
of the implications for Japan of its suc-
cess and partially because of questions
about its scientific feasibility. The pro-
gram is managed and most of the research
is performed at the Institute for New
Generation Computer Technology
(ICOT):

Mita Kokusai Bldg, 21F
1-4-28 Mita

Minato-ku, Tokyo 108, Japan
Tel: +81-3-3456-3195

Fax: +81-3-3456-1618

(Many ICOT staff have electronic mail
access, such as Dr. Koichi Furukawa,
Research Center Deputy Director,
FURUKAWA@ICOT.OR.JP.)

BACKGROUND

In 1979, MITI assigned the Electro-
technical Laboratory (ETL) in Tsukuba

by David K. Kahaner

the task of defining a project todevelop
acomputer system for the 1990s. MITI
accepted the early reports on the proj-
ect, presented its plan for the project
at an international conference in
October 1981 and, in April 1982,
initiated a 10-year Fifth Generation
Computer Systems (FGCS) project
establishing the Institute for New
Generation Computer Technology
(ICOT).

ICOT is a consortium of Japanese
companies--including associate mem-
bers IBM Japan, DEC Japan, and
UNISYS Japan--and MITI institutes
with a Central Research Laboratory.
The number of staff at the laboratory
has ranged from 50 initially to about 90
now; they stay in ICOT for 2 to 4 years
and then rotate back to their companies’
research institutes. Fewer thana dozen
people have been with ICOT from its
beginning. ICOT research and devel-
opment (R&D) is funded by MITL
Annual funding for the project has
risen from less than¥3B to nearly ¥7B.
This figure includes salaries of the 90
staff members but does not include
management and administration
services--provided by NTT--and building
rental fees; these are paid for by
donations from industry that annually
total about ¥500M.

ICOT’s main activities consist of
developing a hardware and softwarc
prototype systera, conducting joint
research at overseas research centers,

and studying new information process-
ing technologies and new generation
computer applications. According to
Dr. Kazuhiro Fuchi, ICOT Managing
Director, ICOT’s goal has been to
develop an easier-to-use, non-vVon
Neumann computer system with paral-
lel processing ability and an ability to
make inferences when executing a
program. The key words, he said, were
“parallel” and “inference.” To accom-
plish this, ICOT has been developing
hardware and software for each of three
subsystems--knowledge base, problem
solving and inference, and human-
machine interaction. Programming is
done “in house” as is computer design;
hardware manufacture is contracted out.

Contrast with Earier Computers

According to Takashi Kurozumi,
Deputy Director of ICOT’s Research
Center, the title “Fifth Generation”
was used to differentiate the project
from the earlier generations of com-
puters that had been classified accord-
ing to their constituent hardware ele-
ments developed to increase storage:
vacuum tubes, transistors, integrated
circuits, and LSI and VLSI chips. These
kinds of computers are characterized
by addressable memory or stored pro-
gram schemes, sequential processing,
and numerical calculation.

Shunichi Uchida, the Manager of
ICOT’s Research Department,

* This article is based on a summary of the FGCP prepared by the Office of Science and Technology Affairs at the U.S.

Embassy in Tokyo.
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described the development of such Von
Neumann computer systems as follows:
First the hardware is designed, then the
software, then the applications are
devised. He said the development of
the ICOT computer would follow a
different path: First concept, then
language/software, then hardware, then
applications based on parallel knowl-
edge processing TCOT’s computer was
to be based on a new framework, a
framework that would allow the com-
puter to do processing that depends on
circumstances, more in the style of
human thought, rather than having to
follow predefined procedures. Uchida
said the power of the ICOT computer
is measured in logical inferences per
second (LIPS) rather than in instruc-
tions per second (IPS).

At the Beginning

According to documents published
in the early 1980s, the project goal was
very ambitious. It was to develop a
knowledge information processing
system (KIPS)--something like an expert
system--with an intelligent conversa-
tion function and an inferential func-
tion employing a knowledge base. The
prototype computer would acquire,
accumulate, and use various types of
knowledye; it would infer information
from what previously was not known
explicitly; it would make conjectures
based on incomplete knowledge; it would
use natural written and spoken lan-
guage, graphics, and other types of image
input data; and it would effectively
translate between languages at a seman-
tic level. The prototype computer would
use a new programming language
based on new principles thereby enabling
people with no expert knowledge to
write programs with ease At the 1988
FGCS Conference, Kur« zumi recon-
firmed most of these goals. He did not
include the language translation goal
nor the goal of using spoken language
in communication with tne computer.

To succeed, the project needed to
make major technological innovations
to enable the fifth generation com-
puter to support very large knowledge
bases, allow very fast associative retriev-
als, and to perform logical inference
operations as fast as other computers
perform arithmetic operations. The proj-
ect also needed to utilize parallelism
in program structure and hardware to
achieve high speed and to develop a
machine-user interface allowing sig-
nificant use of natural speech and images.
ICOT was not to be an artificial intelli-
gence (Al) project, but ICOT researchers
hoped to combine their own research
with that being done in artificial intel-
ligence and in architecture and soft-
ware technology. Fuchi and Uchida,
who have been with ICOT since 1982,
said that the project has not included
VLSI and device techniques nor has it
included neural networks.

One of the FGCS’s significant char-
acteristics was the decisiuu 10 use the
European programming language
Prolog as the machine language of the
logic processor. Prolog is an “if...then”
language, or a predicate logic language,
not designed for numerical calculations.
It is useful for situations and ambig-
uous activities where the procedures
that the computer is to perform cannot
be clearly stated in the program at the
outsct, where the way to proceed is not
explicitly specified. That was done, Fuchi
said, because the project was to develop
technology to carry out high-level
symbolic operations, not numerical
calculations. One American computer
expert, evaluating Prolog,said it repre-
sents knowledge elegantly but often
opaquely and arcanely. He stated fur-
ther that Prolog solves autoratically
the problems it sees, without the user
being involved. This is not universally
considered a plus, he noted, because
knowledge engineers typically do not
want to abdicate step-by-step control
to a process that conducts massive
searches automatically.

RESULTS

Because this was Japan’s first attempt
at parallel computing, ICOT began by
developing sequential inference
machines. Development continued
throughout the project, culminating in
the completion this year of the PSI I1I
machine having 1.2M LIPS of power.
(ICOT officials consider 10M to
15M LIPS 1o be equivalent to 400 MIPs.)
From this base, multiple processor
sequential inference machines were
built, as were components for a paral-
lel inference machine. The 1992 hard-
ware goal is a 1,000-processor parallel
inference machine (PIM) having 300K
to 600K LIPS power. A 32-processor
parallel inference machine has been
built, and the larger machine will have
31 additional 32-processor elements.
Table 1 summarizes the various models
of parallel inference machines that have
been built as prototypes. (PIM/p is the
latest.)

In 1989, the Japanese brought ICOT’s
sequential inference machine PSI 1l to
the United States. It generated interest
and resulted in a visit to Japan in
February 1990 from Argonne National
Laboratory of scientists to discuss
cooperative activities. In September
1990, ICOT hosted a bilateral work-
shop on parallel knowledge systems
and logic programming; more than a
dozen participants came from the United
States side alone. Argonne has been
doing logic programming and genetic
information processing research, and
the laboratory now has two of ICOT’s
PSI II machines (power: 330K LIPS),
which are being evaluated. In June 1991
Argonne will host a workshop spon-
sored by the National Science Founda-
tion (NSF) on parallel theorem prov-
ing. National Institutes of Health offi-
cials are actively considering using
ICOT’s machine for biological work.
The Lawrence Berkeley Laboratory has
network access to ICOT, and ICOT is
building its own 64-Kbit line in Japan

32




SIB 16 (3) 91

to increase domestic access to its com-
puters. (Currently, for example, Tokyo
University cannot access ICOT’s
computers.)

ICOT officials have wanted to pro-
vide programmers with a parallel sys-
tem for which they can write programs
as easily as they can write programs for
Von Neumann computers. Project
researchers, therefore, have developed
several parallel programming languages
for the computers they have developed.
ICOT’s longest logic language pro-
gram, KL-1, is 100,000 lines and growing.
This, Uchida said, was the world’s longest
program written for parallel pro-
cessors and was equivalent to more
than 300,000 lines of a Von Neumann

language program. In addition, ICOT
has developed the world’s only full-
scalelogiclanguage operating systems,
SIMPOS, for its sequential machines,
and PIMOS for its parallel ones. Finally,
the latest versions of the ICOT machines
also have some Unix capability.
Various application programs have
been wriiten on PIM, including VLSI
(logic design, routing, logic simulation),
playing the board game Go, genetic
information processing, legal reason-
ing, parallel constraint solving, paral-
lel theorem proving, and parallel parsing,
ICOT programs can work on other
parallei computers, said Uchida, albeit
muchslower than on ICOT computers,
in part because other parallel comput-
ers were designed to accommodate Von

Neumann programming for numerical
computation. The front end processor
of such a computer is designed to find
parts of such linear programs that can
be worked in parallel, to send those
partsout to the various processors, and
then to reintegrate those parts back
into the program. ICOT’S nonnumer-
ical programs do not run efficiently on
such machines. On the other hand, Fuchi
noted, since Cray (and other parallel)
computers were designed (for numeri-
cal computation and thus) to accept
languages such as Fortran, there is much
more demand for them today than therd
is for ICOT’s nonnumerical comput-
ers, which cannot use Fortran or other
sequential programming languages.

Table 1. Various Models of the Parallel Inference Machine (PIM)
Target Process
Mzgel Machine Cycle LSI Tettziiogy Machine No. of
PIM Instructions Time Devices Width) Configuration PEs
(ns)
(um)
PIM/p RISC+macro 50 standard -1 multicluster 512
cell connections
in hyper”3
(8 PEs linked
to shared
memory)
PIM/c horizontal 50 gate array 0.8 multicluster 256
micro in X-bar
(8 PEs+CC
linked to
shared memory)
PIM/m horizontal 50-60 cell base 0.8 2-dimensional 256
micro mesh
PIM/1i RISC 100 standard 1.2 shared memory 8PEx2
cell through
parallel cache
PIM/K RISC 100 custom 1.2 two level 16PEx2
pe~allel cache
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There have been three conferences
held in connection with the project--in
1981, 1984, and 1988. ICOT will spon-
sor the project’s final conference in the
Tokyo Prince Hotel on 1-5 June 1992,
where final results will be presented.
ICOT publishes a quarterly journal
which is distributed to over 1,100 loca-
tions, 600 of these in 36 foreign coun-
trics. ICOT also receives long-term
researchers from the United States,
the United Kingdom, and France and
short-term researchers from those and
a varicty of other countries. Dr. Mark E.
Stickel, SRI International, currently is
being supported at ICOT through an
NSF award. Dozens of personnel
scquence inference machines have been
commercialized by the companies party
to ICOT.

SUMMARY

The Fifth Generation Computer
Projectends on31 March 1992, During
1-5 June 1992, ICOT will host its fourth
and final conference where the project’s
final results will be presented. The
project has met most of its goals, albeit
on asmall scale. Parallel programming
languages have been developed that
are no more difficult to use than cur-
rent scquential languages. ICOT com-
putcrs do make infcrences, but from
small knowledge bases. The computers
do not usc spoken languages in their
operation, nor do they translate between
languages. Ncither is the speed of the
ICOT computers as fast as that of
numerical computers.

The future looks hopeful, though,
for the ICOT computers. ICOT and
U.S. rescarchers have identified sev-
eral applications for the computers
that may be realized during the 1990s.
These include VLSI computer-aided
design (CAD) applications, theoretical

math systems, a variety of expert decision
systems, legal reasoning and grammar/
syntax programs, genetic sequencing
and other applications in biology, and
Go-playing programs--similar to cur-
rent chess-playing programs. Also, MITI
may continue supporting one or more
parts of the project past next year; the
Ministry’s decision may come as early
as this fall. According to Fuchi, the
most successful part of the project is
the hardware model based on the PIMOS
operating system. Fuchi thought that
the world’s computer industry is “not
yet mature enough to capitalize on the
research coming out of ICOT,” that
ICOT was “too far out in front” of the
rest of the computer industry. He said
he will suggest to MITI that it will be
the Government’s responsibility to
nurture the ICOT computer until indus-
try is ready for it.

WHAT DOES THE
FUTURE HOLD?

ICOTs future also might be spelled
NIPT. MITI is now deciding whether
to launch a subsequent computer ini-
tiative, the New Information Process-
ing Technology (NIPT) project. If fea-
sibility study results turn out positive,
the new program will begin in April
1992.

The NIPT project differs in several
respects from ICOT:

1. NIPT is, from the beginning, an
international project; MIT] officials
have been actively seeking interna-
tional input into the design of the
NIPT program. ICOT has been a
domestically planned MITI project
but an open one, whose informa-
tion has been shared with the rest of
the world.

2. NIPT is building on the advances
made during the 1980s by ICOT and
others in computers and associated
technology, although at the moment
MITI officials do not see NIPT as
directly incorporating any ICOT
technology. NIPT probably will
concentrate on massively parallel
systems that will be optically con-
nected. It will benefit from advances
made in VLSI and VLSI technol-
ogy. Advocates hope they can use
future advances in biology, physiol-
ogy, psychology, and neurology to
develop neural networks for the
NIPT computer.

3. NIPTs initial focus is principally
on hardware; ICOT’s principal ini-
tial focus was more on software.

4. NIPT computers will be able to
crunch numbers; ICOT’s cannot.

5. The NIPT project will not be con-
ducted in a single institute, such as
ICOT, and it will have many R&D
objectives.

NIPT will be funded initially at a
lower level than ICOT currently is. MITI
officials have indicated that i+iPT will
be funded at $30M per year, after the
feasibility study. This is about 60% of
current ICOT funding. There is much
more interest in NIPT worldwide, espe-
cially within industry and government,
than there hasbeenin ICOT, which has
gencrated almost all of its interest in
academia. Nonetheless, ICOT has been
a respectable program; its researchers
have made major developments in infer-
ence languages and consideration is
being given to tie-ups with vector super-
computers, such as at the Pittsburgh
Supercomputer Center in the United
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States. Its latest machines are becom-
ing more Unix-capable. If the Govern-
mentofJapancontinues tosupport the
program after 1992, if an increasing
number of applications can be found
for ICOT’s computers, and if users can
be convinced that there is money to be
made by these nonnumeric applications,
ICOT R&D may continue in parallel
with NIPT. How appropriate.

For moreinformation on NIPT, see
my Scientific Information Bulletin arti-
cles, “New Information Processing
Technology Workshop” [16(2), 31-43
(1991)] and “New Information Pro-
cessing Technologies Symposium (Sixth
Generation Project)” [16(2), 45-52
(1991)).
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THE CYCLIC PIPELINED COMPUTER

AND ERATO

A brief description of ERATO (Exploratory Research for Advanced
Technology) and one of its projects, QMFL (quantum magneto flux
logic), with particular emphasis on the cyclic pipelined computer (CPC),
is given. CPC is a shared pipelined memory, single processor, multiple
instruction stream architecture, originally designed to be compatible with
Josephson junction devices. This ERATO project ends this year.

ERATO

The Exploratory Research for
Advanced Technology (ERATO)
projects were started in 1981 by the
Rescarch Development Corporation
of Japan (JRDC). JRDC is set up by
Japanese law under the administration
of the Science and Technology Agency
(STA), which is a ministerial agency
reporting directly to the Prime Minister’s
office (see Kahaner’s E-mail report
japgovt.udy, 30 July 1990). ERATO’s
objective is to conduct interesting
basic research. Essentially it is an exper-
iment in the management of research
and development (R&D) in which
mostly young researchers from indus-
try, government, and universities gather
and conduct multidisciplinary research
on high risk projects. A great deal has
already been written about ERATO
(see, for example, Ref 1 and 2). In this
article we want to focus on one partic-
ular program; nevertheless, for com-
pleteness, we present a thumbnail sketch
of the general program.

There are about a dozen ERATO
projects at any time; the total budget is
around $30M, so the support levels for
the projects vary around $2M to $5M
per year. The staff also varies, but may
be as large as about 20 researchers
during the most active phase of a project.

by David K. Kahaner and Paul Spee

One of the most unusual things about
ERATO is that all the projects are of
fixed duration, 5 years. Although the
program does not allow for extensions,
promising activities might be continued
by other organizations. To emphasize
the temporary nature, each project rents
whatever office and laboratory space it
needs at a university, corporation, or
research institute.

ERATO focuses on young
researchers; the average age is just
slightly more than 31. They are given
good facilities and good saiaries. A JRLC
study showed that starting salaries exceed
those of 75% of U.S. Ph.D. chemists in
industry, and that salaries of ERATO
researchers with three or more years of
experience exceed those of 90% of U.S.
Ph.D. chemists in industry.

A key ingredient of each ERATO
project is its director. The perfect per-
son is charismatic, with a dynamic per-
sonality, eminent in his field, who is
capable of attracting and inspiring his
coworkers. Once found, the director is
more or less free to recruit and orga-
nize the team as hc sees fit. In fact, the
projects are informally referred to by
the director’s name, i.e., “the Goto
Project,” etc.

Eiichi Goto,whodirects the QMFL
project, typifies this proiile. Goto, who
retired from the University of Tokyo in

April 1991 and is now at the University
of Kanagawa, invented the Parametron
about 30 years ago. He is an extremely
extroverted person and siill bristies with
new ideas. In fact, one of the younger
scientists complained to me that Goto
has so many ideas that it was difficult to
keep up with his thinking. The pro-
ceedings of the latest project sympo-
sium (the Eighth RIKEN Symposium
on Josephson Electronics, 15 March
1991) list Goto as a coauthor on all but
one of the papers, includingone cz ¢
new type vt refrigerator.

About half of the ERATO
researchers are scconded from indus-
try; a few are from universities or national
laboratories. The remainder are hircd
as individuals. Most of these are Japancse
but about 10% are foreign. The scc-
onding system preserves the researcher’s
seniority and benefits because ERATO
reimburses the company for the
researcher. The non-Japanesc
researchers give the projects a definite
international flavor. Several of them
speak little or no Japanese, and papers
in the proceedings of the symposium
mentioned above are almost entirely
in English, although most of this was
done as a preparation for presentations
in the United States in August.

Patents for ERATO projects are
jointly owned by the inventors and
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JRDC. Rescarchers share fegal expenses
for patents they own with JRDC, but
they may also assign ownership of the
patentto JRDC. Company researchers
may assign patent ownership to their
company. Until 1988 there were 415
patent applications filed in Japan and
82 outside Japan. Up to 1988 the 338
ERATO rescarchers had written almost
1,400 papers, and of these more than
one-third were published or presented
outside of Japan.

Each ycar therets an ERATO sym-
posium held in Tokyo. In cach of four
afternoon sessions, rescarchers from
four different projects present the
progress in their respective programs.
Individual projects can also have sym-
posia, although these are more informal.

A foreign rescarcher has, in piinci-
ple, a l-ycar contract, which may be
rencwed. In fact, the ERATO budget
explicitly allows for foreign rescarchers
to stay for the tull length of a project,
5 years, and through 1989 27 researchers
have participated, but only a few have
remained the full S years. (Perhaps there
is some concern among these young
non-Japancse rescarchers about the
incremental benefit of staying all 5 years.
Linpluoyment opportunities exist within
Japancese corporations, but upward
mobility is questionable.) A few foreign
companics have dlso sent researchers,
including Allclix (Canada), Celliech
(U.K)), Intel (U.S)), and 3M (US.).
Some formal recruiting owcurs, but most
of the foreign researchers apply because
of word-of-mouth recruiting. In 1989
there were five researchers from the
United States. Foreign researchers
reccive the same base salary as Japancese,
but they also receive moving expenses,
a housing allowance, and somce provi-
sion for Japancse language training.
Rescarchers must locate their own
housing; there are no special housing
facilities because the ERATO projects
are widely dispersed.

SiB1e3) 9T

QUANTUM MAGNETIC FLUX
PROJECT (GOTO-QMFL
PROJECT)

This project began in 1986 and 1s
directed by Professor E. Goto, recently
retired as Professor on Information
Scicnee at Tokyo University. Goto is
famous for his patenting inthe 1950s of
the Parametron, which usces resonating
circuits in which current phase is used
to store information. In fac*, the first
Japanese computers were based on the
Parametron, ¢.g., the Hitachi HIPAC-
xxx (P = Paramcetron). However, Hitachi
eventually changed to transistor tech-
nology (the Hitachi HITAC-xxx).

In 1983 Goto proposed a
Paramctron-like c¢lement  using
Josephson junctions. The binary states
of the element are the two locations of
magnetic flux. This idea 1s a natural
step in Josephson technology in which
devices use asingle quantum of fux. In
1982 1BM’s Josephson program was
abandonced; scveral Japanese companics
havecontinucd their rescarchand have
been reporting steady progress (see,
for example, the comments about
Hitacht in Kahancr's E-mail report
parallel.903, 6 Nov 1990)).

Thecurrent Goto-QMFEL projeciis
divided into three groups:

e Fundamental Property
® Mugenctic Shiclding
& Computer Architecture

The first group within the project is
working on a new Josephson device
called QFP (Ref 3 and 4), in which the
unit of information in not represented
bv voltage hut by magnetic flux. The
sccond group is rescarching a hehum
liquefying process and magncetic shicld-
ing. The third group is rescarching a
new type of architecture called the oyclic
pipclined computer (CPC) (Ref 5).
Furthermore, software for this highly
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pipelined parallel computer is being
developed. The three groups illustrate
the temporary nature of ERATO proj-
ects. When I first went 10 visit the
Computer Architecture Group, it was
housedinanordinary office buildingin
central Toxyo. Last fall the group moved
to the Hitachi Central Research Labo-
ratory in suburban Tokyo. The Funda-
mental Property Group is also at Hitachi
and the MagneticShielding Groupisat
ULVAC.

The overall project’saims are (1) to
demonstrate that QFP devices can
operate in the range of 10 GHz, (2) to
demonstrate the capability of remov-
ing magnctic flux from superconduc-
tors, and (3) to develop a computer
architecture suitable for a QFP
compulcr.

The Fundamental Properties Group
has six 1o seven persons, and the Mag-
netic Shielding and Aschitecture Groups
cach haveabout four people, excluding
sccretaries. A discussion of the Funda-
mental Property and Magnetic Shield-
mg Groups, which arc essentially asso-
ciated with building Josephson devices,
was givenina recent Japan Technology
Evaluation Program (JTECH) report
(Ref 6). The Architecture Group was
not in that author’s (Rowell) arca of
expertise and was only mentioned in
his report. His summary with respect
to the Josephson technology is that the
projectis “plowing new ground (or old
ground with new devices), and it will
be most interesting to see the magni-
tude of its impact in 10ycars’ time.” A
second JTECH study in 1989, “High
Temperature  Superconductivity  in
Japan,” also hasashortsummary of the
Goto project written by M. Dresselhaus,
again only focusing on the Josephson
aspects and concluding that “this tech-
nology benefits from very high speeds
and cxtremely small power consump-
tionand is being examined for a variety
of digital applications including next
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generation computers.” The potential
for high performance using Josephson
devices comes from this combination
ofvery high clock speeds (tens of GHz)
and low power (10° W/gate). Another
advantage of the QFP device is the flux
transfer characteristics, and it has just
been reported that a prototype of three-
dimensional integration was proven by
stacking two chips together and by
obscrving signal transfer between these
chips (Ref 7). The hope, of course, is to
replace the silicon with Josephson
devices to build a three-dimensional
package that is 2 computer in a 1-cm
cube.

The Computer Architecture Group
investigates new architectures to take
advantage of specific features of
Josephson devices. The main differ-
ence between Josephson devices and
conventional devices is that Josephson
devices act as a latch. Because there is
no delay caused by the latches between
the pipeline stages in a pipclined com-
puter, the processor may be deeply
pipelined. In  pipelining, multiple
instructions in a computer are over-
lapped in exccution. Each instruction
is broken into parts, called stages.
Pipelining is a k~y implementation tech-
nique used to make today’s fast CPUs.
Figure 1 shows a simple (and ideal)
exampleofpipclining. Inthe figure five
instructions excculte in sequence. The
stage of the instruction denoted with
X's represents the actual execution (EX),
as opposed to instruction fetch (IF),
decode, ctc.

In a super-pipelined computer, cach
stage 15 divided into smaller pipeline
segments, as in Figure 2, which is also
idealized.

Pipelining and super-pipelining
permit higher potenual performance.
The main impcdiments to achieving
this are:

(1) The extra overhead associated with
a large number of segments. Cir-
cuitry, called latches, is needed
bctween the segments.

(2) Asituation that prevents the next
instruction in the instruction stream
from executing during its clock cycle.
This could be a hardwarce resource
conflict, a data conflict when an
instruction depends on the results
of an unfinished instruction, or a
control problem when the pro-
gram counter is changed because
of a branch instruction (Ref 8).

(3) The memory system. Hennessy and
Patterson (Ref 9) claim that the
“biggest impact of pipclining on
the machine resources is in the
memory system.” Highly pipelined
processors require a much higher
memory bandwidth than nonpipe-
lined processors because instruc-
tions and data arc fetched from
and stored to memory at a much
higher rate.

Concerning (1), as mentioned above,
one of the distinct characteristics of
Josephson logic is thiat each basic logic

device acts as its own latch and, in
principle, this permits a very large
number of segments with little over-
hecad.

Concerning (2), the CPC has two
main characteristics: pipelined mem-
ory and a fixed number of instruction
streams, which share the functional units
and main memory. In a CPC, a fixed
number of instruction streams share
common hardware. Only the hardware,
which can be considered part of the
context of the particular instruction
strcam, is duplicated. This hardware
includes the program counter, processor
status, registers, etc. By alternating the
instruction streams in a cyclic manner,
distinct virtual processors are created.
[n effect, the CPCimplements a multi-
ple instruction multiple data (MIMD)
computer. Figure 3illustrates this idea
with three distinct instruction streams
ina pipelined computer. An analogous
figure could be given for a super-
pipelined CPC.

1. |-IF--|-ID--|-OF --|-EX--|-W8--
- R et CETTT P XXXXX|-----
Bt EECEE ERP XXXXX|-----
S e e . XXXXX| ===
T L [ XXXXX | = -=--
L e o= P xxxxx
Figure 1. Simple example of pipelining.
I1. [----- |----- [----- I xxxxx|=----- l
12. |----- l----- |----- | xxxxx| ----- |
13. |----- |----- [----- [ xxxxx|----- |
I4. f----}----- |----- XXXXX | ----- |
Is. |----- [----- f----- | xxxxx|----- |
16. |----- [----- [----- [ xxxxx|----- |
17. |----- |----- |----- | xxxxx|----- |
18. |----- |----- |----- [ xxxxx|----- |
I9. |----- |----- |----- | xxxxx] ----- |

Figure 2. Each stage in a super-pipelined computer is
divided into smaller pipeline segments.
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Concerning (3), if the performance
of the CPU can be increased by pipe-
lining, then why not increase the per-
formance, thatis, the access rate of the
memory, by pipelining as well? If a
memory access can be divided into
successive independent operations, for
example, decode column, decode row,
access cell, output data, such opera-
tions could be cxecuted in parallel, thus
pipclining memory. In Josephson
computers, the main memory is to be
built with the s. me Josephson logic
devices as those used in the processor.
For such a computer, both the pro-
cessor and the main memory would be
naturally pipelined with the same
pipcline pitch.

Memory is often a bottleneck in
many high performance computer sys-
tems. By increasing the machine-level
parallclism, the number of memory
accesses (instruction fetch, operand
fetch, operand store) increases, mak-
ing further demanc’s on the design of
cfficicnt memory systems. High per-
formance computers often use tech-
niques such as n-way low-order inter-
lecaving (distribute n memory modules
ovcer the lower bits) and n-bank mem-
ory, where the high order bits specify
the bank and the low order bits are
offscts into the bank. Low-order inter-
leaving is especially efficient for array
and vector processors where memory
is often addressed sequentially (access
to vector), while n-bank memory is used
in a sharcd memory multiprocessor
where processors and memory modules
areconnccted through aninterconnec-
tion network.

The pipelincd memory of the CPC
has the advantage that it does not suf-
‘er from performance degradation
causcd by memory access conflicts.
Neitherdoes the CPCrequire aninter-
connection network, which may suffer
cither from path conflicts or memory
access conflicts (Ref 10).

Current high performance com-
puters require cache memory that can
keep up with the memory access rate.
When the processor requests data that
are not in the cache, a cache miss occurs
and the data must be fetched from
memory. For super-pipclined and super-
scalar computers, a cache miss can easily
cause an overhead of a factor of 10. (In
a superscalar machine, the hardware
can issuc a small number, two to four,
independent instructions in a single
clock cycle.) In the CPC, the pipeline
pitch of the main memory is the same
as the pipeline pitch of the processor.
CPC does not currently implement a
cache, but the group isstill researching
this question.

On the other hand, one disadvan-
tage of a CPC is that the random memory
access pattern of different instruction
streams decreases locality of memory
reference, but this is nota problem if a
cache is not used. The Architecture
Group feeis thata CPCcanbe very well
suited for random memory access
patterns such as neural nctwork
simulations.

CPC STATUS
AND PROSPECTS

The work of the Computer Archi-
tecturc Group has been overshadowed
by the attention drawn to the hard-
ware. The Architecture Group has
been designing a computer architecture
that is specifically suited for imple-
mentation on a machine with Josephson
devices thatarc used both for the main
processor as well as for the memory.
The inherent rapid switching capabil-
ity of Josephson devices means that it
might be profitable to rethink some
fundamental assumptions about the
relationship of memory to processing.
To most effectively implement their
ideas, it is nccessary 1o have Joseplhiscin
technology in place, but all other aspects
of the rcsearch are essentially inde-
pendent of it. In other words, using
basic assumptions about this technology,
the group can design and simulate using
silicon integrated circuits (ICs). Fur-
thermore, the group {cels that it would
be reasonable to usc CPCeven without
Josephson technology.

Instruction stream A

Al. |----- I ---------- XXXXx | -----

R2. e XXXXX|---~- l

A3. e e XXXXX | -=-~- |
Instruction stream B

Bl. [----- I ---------- XXXXX | - ----

B2.  |eeeeefemeeo]ee--- XXXXX | -==-~- |

B3. e - XXXXX | ----- |
Instruction stream C

Cl. |-----]-----]----- Xxxxx|-----

2. |eeeeefeeee e XXXXX | -=--- |

3. e - XXXXX | ----- |

Figure 3. Three disti.ict instruction streams in a pipelined
computer alternated in a cyclic manner.
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But in a fully Josephson computer,
the CPC approach claims to be able to
increase clock speeds to 10 GHz, with
resulting increascs of processing speed.
For cxample, for a Josephson CPC,
matrix multiplication is predicted to
execute at 20 GFLOP peak on a pro-
cessor equipped with one floating point
addcrand one floating pointmultiplier
when two matrix operands can be fetched
from memory in parallel. Fast Fourier
Transform (FFT) performance depends
on the number of arithmetic units and
the number of instruction operands
that can be fetched in parallel, but a
pcak performance of 50 GFLOP is
predicted if five operands can be fetched
in parallel and if there are three float-
ing pointadders and two floating point
mu’: plicrs.

Several versions of CPC have been
designed and at least one has been built,
FLATS2 (Ref 11), using silicon (ICs)
rather than Josephson junction tech-
nology. FLATS2 is a CPC with two
virtual processors that share 10 pipe-
line stages. Machine cycle time is 65 ns,
which is equivalent to memory cycle
time. The transfer rate of memory is
117 MB/s for instructions and data.
FLATS2 consists of 26 logic boards,
each of which contains between 200
and 400 IC chips, connected by a back-
plane board and by front flat cables,
mounted on an air-cooled rack chassis
(57x 62 x 37 cm), which is then packed
into a cubic box along with power
supplics.

FLATS2 is running. In addition to
the operating system (Ref 12), a Fortran
language based on Jordan’s Force with
parallel constructs is available. The
Architecture Group has run simula-
tions on various matrix computations
bascd on DGEFA and DGESL from
LIMPACK, conjugate gradient, FFTs,
and Livermorce loops. The results are
interesting, butitisstilltoo ecrlyto tell
if this technique can really be applied
without Josephson devices. Further,
there are some scientists who feel that

tra litional methods will be equally
efficient.

But what is important about this
research is that it presents an aimost
orthogonal view of how to design very
high performance computers. Almost
without exception today, researchers
feel that highly parallel is the future,
that is, large numbers of proccssors
each with their own memory. The CPC
approach uses shared pipelined mern-
ory, single processor, with multiple
instruction streams. Of course, to be
most practical, it may have to await
Josephson technology. Nevertheless,
as a research activity it has demon-
strated several extremely innovative
approaches and should be followed
closely. Furthermore, there is a chance
that new ECL devices could be built
that have the ability to function as their
own latches, an important characteris-
tic of Josephson devices. Goto told me
that he had recently devised such new
devices and that Hitachi was sufficiently
excited about their potential to involve
several others on their research staffin
a more thorough study of their costs
and bencfits. Finally, it was rcported
late last year that members of the Goto
project had successfully fabricated a
new chip, 2.5 mm square, on which four
QFP devices were set. When cooled in
a liquid-helium environment (-269 °C),
all of the single devices had a clock
frequency of 16 GHz, corresponding to
a measured switching speed of 15 ps.
Lincwidth of the manufactured device
i$ 5 microns, but when 0.5 micron VLSI
technology is applied it is believed that
the speed can be increased by about a
factor of 10.

For additional information about
CPC, contact

Dr. Yasuo Wada

Technical Manager

Quantum Magncto Flux Logic
Project

Bassin Shipobazu 202

2-1-42 Ikenohata

Taito-ku, Tokyo 110, Japan
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PARALLEL PROCESSING RESEARCH

IN JAPAN

Parallel processing research (mostly associated with the dataflow model)
and database research in Japan, based on visits to various laboratories
and attendance at the IEEE Data Engineering Conference in Kobe (10-

INTRODUCTION
Prof. Rishiyur Nikhil

Massachusetts Institute of
Technology (MIT)

Laboratory for Computer Science

545 Technology Square

Cambridge, MA 02139

Tel: (617)-253-0237

Fax: (617)-253-6652

Email: nikhil@Ics.mit.edu

spent 2 weeks in Japan (April 1991)
visiting five research laboratories and
attending the IEEE Data Engineering
Conference in Kobe. What follows are
Nikhil’s observations along with
Kahaner’s comments, when relevant.

PARALLEL PROCESSING
Electrotechnical Laboratory

The projects at the Electrotechni-
cal Laboratory (ETL), the Institute for
New Generation Computer Technol-
ogy (ICOT), and Prof. H. Terada’s
laboratory at Osaka University are
primarily focused on parallel process-
ing architectures and languages and
are the closest to Nikhil’s own research
work. Nikhil continues to be very highly
impressed with the machine-building
capabilities of his Japanese colleagues,
but he thinks that with the exception of

12 April 1991), are summarized.

by Rishiyur Nikhil and David K. Kahaner

the ICOT researchers, many of them
are still very weak in software. Nikhil
comments that it is quite breathtaking
to see how quickly new research
machines are designed and built, and
by such small teams--and he wishes we
could do as well in the United States.
However, once built, their machines
do not seem 10 be evaluated thoroughly—
good languages, compilers, and run-
time systems are not developed and
(consequently, perhaps) very few
applications are written. The new
designs, therefore, do not benefit from
any deep lessons learned from previous
designs. Also, another consequence of
the “hardware-centric” nature of the
machine builders is that certain func-
tions are built into hardware that one
would expect ought to be done in soft-
ware (such as resource allocation deci-
sions and load monitoring in the ETL
machines).

According to Nikhil, ETL’s EM-4
and proposed EM-5 are the most excit-
ing machines in Japan (and the world).
The reason is this: as first elucidated in
Reference 1, a large, general purpose
parallel machine must be able to per-
form multithreading efficiently at a
fine granularity, because thisis theonly
way to deal effectively with the long
internode latencies of large, parallel
machines. The von Neumann proces-
sors are very bad at this, and dataflow
architectures have always excelled at

this. However, previous dataflow
architectures (including MIT’s TTDA
and Monsoon and ETL’s previous
Sigma-1) were weak in single-thread
performance and control overschedul-
ing, two areas that are the forte of
von Neumann processors. Recently, new
architectures have been proposed 1o
obtain the best of both worlds: the *T
architecture at MIT and the EM-4 and
EM-¢ in Japan. Nikhil believes that
these machines are the first truly viable
parallel multiple instruction/multiple
data (MIMD) machines.

EM-4 (Ref 2 and 3) is a medium
sized machine (80 nodes) but does not
have any floating point arithmetic.
However, the chief problem is the lack
of any good programming language or
compiler. It is currently programmed
in DFC (“dataflow C”), a very simple
subset of C with single assignment
semantics. Perhaps this situation will
change in the future; the ETL researchers
said that they have just hired a com-
piler expert, but they still do not expect
a good programming environment for
some years. Nikhil has doubts about
their choice of C as the programming
language for the EM-4 and EM-5.

According to Kahaner, dataflow
research at ETL has a long history,
including the Sigma-1, EM-4, and the
proposed EM-5. The EM-4 was designed
to have 1,024 processors. A prototype
with 80 processors is running and he

43




SIB 16 (3) 91

was told that if the budget is main-
tained then the full system will be built.
See his article in the Scientific
Inforriation Bulletin [“Electrotechni-
cal Laboratory Dataflow Project,” 15(4),
55-60 (1990)] and his electronically
distributed report “parallel.904” of
6 November 1990.

Kahancr’s interpretations of the ETL
research direction are that their evolv-
ing designs are moving away from a
pure dataflow model. At the same time
interest in numerical applications, which
was ambivalent, seems to have increased.
Nikhil agrees that the ETL group is
now more explicit about this but feels
that they were always interested in
general purpose computing, including
scientific applications. Perhaps in the
atmosphere of the 1980s, when there
was so much emphasis in Japan on
knowledge processing, they may have
emphasized symbolic aspects, but in
technical discussicns they usually
compared their machines to vector
and other supercomputers and never
to “symbolic supercomputers” such as
Lisp machines or ICOT’s machines. In
otherwords, they may have always con-
sidered machines from Cray, NEC,and
Fujitsu and the Connection Machine
to be their real competition. [tis inter-
esting to note that the Connection
Machine was also initially portrayed
as a supercomputer for artificial
intelligence (AI); the reality today is
that it is mostly used for scientific
supercomputing.

Sigma-1 was pure dataflow, similar
to MITs Tagged Token Dataflow
Architecture. The EM-4 is based on
what the ETL group called a strongly
connected arc model. Their descrip-
tion of that follows (Ref 4).

In a dataflow graph, arcs are
categorized into two types: nor-
mal arcs and strongly connected
arcs. A dataflow subgraph whose
nodes are connected by strongly
connected arcs is called a strongly

connected block (SCB). There
are two firing rules. One is thata
node on a dataflow graph is firable
when all the input arcs have their
own tokens (a normal data-driven
rule). The other is that after each
SCB fires, all the processing
elements (PE) which will exe-
cute a node in the block should
execute nodes in the block exclu-
sively. ... In the EM-4, each SCB
is executed in a single PE and
tokens do not flow but are stored
inalocalregister file. This prop-
erty enables fast-register execu-
tion ofa dataflow graph, realizes
an advanced-control pipeline, and
offers flexible resource manage-
ment facilities.

The designers also wrote in 1989:

The dataflow concept can be
applied not only to numerical
computations involved in scien-
tific and technological applica-
tions but also to symbolic manip-
ulations involved in knowledge
information processing. The
application field of the EM-4 is
now focused on the latter.

EM-4 was not originally designed to
have floating point support, but Kahaner
was told that this was also a budgetary
issue.

For the EM-5, its objectives are as
follows (Ref 4).

... to develop a feasible parallel
supercomputer including more
than 16,384 processors for gen-
eral use, e.g., for numerical
computation, symbolic compu-
tation, and large scale simula-
tions. The target performance is
more than 1.3 TFLOPS, i.e.,
1.3x 10" FLOPS (double pre-
cision) and 655 GIPS. Unlike
the EM-4, the EM-S is not a
dataflow machine in any sense.

It exploits side-effects and it treats
location-oriented computation
[see note below}]. In addition the
EM-5 is a 64-bit machine while
the EM-4 is a 32-bit machine.

The EM-5 will be based on a “layered
activation model,” a further general-
ization of the strongly connected arc
mode of the EM-4.

The machine will be highly pipe-
lined, with a 25-ns clock and 25-ns
pipeline pitch. This is half the pitch of
the EM-4, largely because of the use of
RISC technology. Each of the up to
16,384 processors (called EMC-G) is
64-bit, RISC, with global addressing
and no embedded network switch.
Similarly, the floating point unit will
not be within the processor chip but
separate, like a coprocessor, because
of limitations of pins and space on the
chip. At the present time the designers
have notdecided on the topology of the
interconnection network. Peak perfor-
mance of the floating point unit willbe
80 MFLOPS with a maximum transfer
rate of 335 MB/s. The EMC-G will be
built in a CMOS standard-cell chip
with 391 pins and 100K gates, using
1.0 micron rules. This processor will
have its logical design completed in
1991, and the gate design of the EMC-G
will be completed in 1992. A full
16,384 node system will be designed in
1993 and a prototype is planned to be
operational by March 1994,

With regard to languages, new work
will emphasize DFC-IT as Nikhil
explained. This will have sequential
description and parallel execution and
is not a pure functional language. DFC-
Il can break a single assignment rule
and programs can contain global vari-
ables. The group is also planning to
implement several other languages, such
as Id and Fortran. Finally, some object-
oriented model is also being considered.

In Japan at least, the ETL research
group is considered to have some of the
best (most creative, energetic, visionary,
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etc.) staff among all the nonuniversity
research laboratories. Readers may be
interested to know that Dr. Shuichi
Sakai of ETL (the chief designer of
EM-4) is now visiting the dataflow group
atMIT for 1year,asof 1 April 1991. He
will be assisting the group in the design
of the new *T machine, which Nikhil
mentions above (Ref 5). *Tis based on
Nikhil’s previous work on the P-RISC
architecture (Ref 6) and is a synthesis
of dataflow and von Neumann archi-
tectures (Nikhil says that one should
think of it as a step beyond EM-4-like
machines). The group plans to build
this machine in collaboration with
Motorola, in a 3-year project that will
follow the current MIT-Motorola proj-
ect to build the Monsoon dataflow
machine.

Concerning the remarks that the
EM-5 will NOT be a dataflow machine,
Kahaner passed them on to Nikhil,
who was also quite surprised. Nikhil
comments that the EM-S is not funda-
mentally different from the EM-4. In
both those machines, as well as in MIT's
P-RISCand *T, the execution model is
a HYBRID of dataflow and von
Neumann models. In MIT’s terminol-
ogy, a program is a dataflow graph where
cach node is a “thread.” ETL’s equiva-
lent of MIT’s “thread” is the SCB, or
strongly connected block.

Dataflow execution is used to trig-
ger and schedule threads, just as in
previous dataflow machincs. In MIT’s
*T, this scheduling happens in the Start
Coprocessor; in ETL’s machines, it
happens in the FMU (fetch and match-
ing unit).

Within a thread, instructions are
scheduled using a conventional pro-
gram counter, as in von Neumann
machines. In MIT's *T, this happens in
the Data Coprocessor; in ETL’s
machines, it happens in the EXU
(exccution unit).

In both the EM-4 and EM-5 the
processor is organized as an IBU (input
buffer unit), followed by an FMU,

followed by an EXU. The overall exe-
cution strategy is the same in both
machines.

The EM-5 and EM-4 differ in smaller
details: EM-5 has newer chip technol-
ogy, a separate memory for packet
buffers, a finer pitch pipeline, a direct
instruction pointer in packets, a float-
ing point unit, a 64-bit arch, etc., but
the fundamental organization is the
same.

Nikhil also asked Sakai about the
statements in Reference 4. Sakai claims
that what he meantwas “... the EM-5 is
not a dataflow machine in SOME sense”
and faults his poor command of English
for this error. With respect to the second
sentence, “It exploits side-effects and it
treats location-oriented computation,”
Nikhil is not sure what the authors
meant by this. He explains that data-
flow architectures have never prohib-
ited side-effects or enforced single-
assignment semantics. It is only data-
flow languages that take this position
onside-effects. Dataflow architectures
merely provided support for this, while
not enforcing it. Dataflow architec-
tures are equally appropriate for other
languages, such as Fortran or C.

Institute for New Generation
Computer Technology

After visiting ICOT, Nikhil remarks
that he got a sense of complementary
strengths relative to ETL. ICOT
researchers seemed to be very sophisti-
cated with respect to parallel languages,
compilers, and runtime systems; the
parallel machines, on the other hand,
were not that exciting.

Nikhil does not think that anyone
can claim any longer that the KL1 lan-
guage used extensively at ICOT is a
logic programming language (ICOT
researchers themselves are quite frank
about this). The main remaining ves-
tige of logic programming (albeit a
very important one) is the “logic
variable,” which is used for asynchronous

communication. Logic variables in KL1
are very similar (perhaps identical) to
“I-structure variables” in Id, the pro-
gramming language developed at MIT
over the last 6 years.

Regardless of whether we label KL1
as a logic programming language or
not, itis certainlyaveryinterestingand
expressive language and is perhaps the
largest and most heavily used parallel
symbolic processing language in exis-
tence anywhere. Because of the sheer
volume of applications that people are
writing in K1 and running on ICOT’s
parallel machines (Nikhil saw five demos
from a very impressive suite of demos),
ICOT researchers are certainly as expe-
rienced and sophisticated as anyone in
the world about parallel implementa-
tions of symbolic processing: compila-
tion, resource allocation, scheduling,
garbage collection, etc.

ICOT’s machines are not as excit-
ing as ETL’s. The original PSIs
(130 KLIPS) were heavily horizontally
microcoded sequential machines, and
one must wonder whether they will not
go the way of Lisp machines, i.e., made
obsolete by improving compiling tech-
nology on modern RISC machines. PSIs
were not originally conceived of as nodes
of a parallel machine. Thus, ICOT’s
two multi-PSIs, which are networks of
PSIs (two-dimensional grid topology),
are just short term prototypes for
experimentation. ICOT researchers
want to put one of the two multi-PSIs
on the Internet for open access, but
they are having trouble convincing the
Ministry of International Trade and
Industry (MITI) to allow this.

ICOTs real parallel targets are the
PIM machines, the first of which (a
PIM/p) had just been delivered to ICOT
during Nikhil’s visit (it was not yet up
and running). ICOT's machines are built
by various industrial partners, of course
with heavy participation in the design
by ICOT researchers. There are five
different PIM architectures (different
node architectures, different network

45




SIB 16 (3) 91

architectures) with five different indus-
trial partners. This is surprising because
it will lead to serious portability prob-
leme for the roftware On the positive
side, they will gain a Iot of experience
on a variety of architectures, and on
portability, and can learn from the best
of each! Based on Nikhil’s limited
knowledge of PIM architectures, he
feels that they do not seem to be as
exciting as ETL’s EM-4 and EM-5
machines.

The NEC C&C Systems Research
Laboratory has also been involved with
ICOT in the Fifth Generation project.
NEC's CHI machine (300 KLIPS), a
single user microcoded machine for
logic programming, predates and out-
performed ICOT’s PSI machine. How-
ever, like the PSI machine and Lisp
machines, Nikhil expects that this type
of machine will become obsolete as
compiling technology on RISC machines
improves. NEC has also started work
on an implementation of ICOT's A'UM
programming language.

Kahaner notes that additional tech-
nical details of ICOT research are given
in the article “Japan’s Fifth Genera-
tion Computer Project” on page 31 of
this issue. A number of Japanese
researchers have remarked that one of
the most important aspects of the ICOT
project is that it gives many young
Japanese researchers the opportunity
to meet informally (outside their indi-
vidual corporate or university environ-
ment) and assists in the networking
thatisso prevalent in Japancse science.

Osaka University

Nikhil notes that Prof. Tcrada’s
dataflow laboratory at Osaka Univer-
sity is remarkable in the degree to which
they collaborate with industry.

Prof. Hiroaki Terada
Dzpartment of Information
Systems Engineering
Faculty of Engineering

Osaka University

2-1 Yamadaoka

Suita, Osaka 565, Japan 565
Tel: +81-6-877-5111

Tax: +81-6-R75.050K

Terada’s group is one of the notable
exceptions to Nikhil’s prior image of
research at Japanese universities: starved
of funds from the education ministry
and generally not very exciting. Terada
has close collaborations with Mitsubishi,
Sharp, Matsushita, and Sanyo. They
developed a TTL dataflow machine Q-p
in 1983-86 (2-4 MOPS); they now have
Q-pv, a multichip VLSI version
(20 MFLOPS), and they are planning
to integrate this further in Q-vl, a
single-chip version (50 MFLOPS). A
unique aspect of their technology
approach is that they have an asyn-
chronous, self-timed design; they have
consciously avoided clock-synchronous
circuits.

The architecture of all these machines
is a ring, similar to the Manchester
dataflow machine. Like the ETL proj-
ect, this project again seems weak in
software, with the result that no signif-
icantapplications are written, which in
turn means that the hardware design is
difficult to evaluate. Prof. Nishikawa, a
member of the group, is leading a proj-
ect to develop AESOP, a program
development environment for these
dataflow machines.

Prof. Hiroaki Nishikawa
Department of Information
Systems Engineering
Faculty of Engineering
Osaka University
2-1 Yamadaoka
Suita, Osaka 565, Japan
Tel: +81-6-877-5111 x5018
Fax: +81-6-875-0506
Telex: 5286-227 FEOUJ J
Email: nisikawa@oueln0.ouele.
osaka-u.ac.jp

It appears that he is aiming for some
kind of a visual programming style,
where one draws dataflow graphs on a

screen and chooses a mapping of these
graphs onto the physical rings of the
dataflow machine. Nikhil has not been
very impressed with the visual pro-
gramming languages that he has seen
to date: they are too complicated and
inflexible.

SEVENTH IEEE
CONFERENCE ON
DATA ENGINEERING

The conference has become very
large, with at least three parallel ses-
sions at all times and over 700 pages in
the proceedings, so it was impossible
for anyone to get a complete overview.

The dominant topic was object-
oriented databases (OODBs). There
were papers on:

® notions of consistency

e dcclarative (or associative access)
query languages

® storage and indexing
® modcls of views
e models of time
® uscr intcrfaces

Unfortunately, it is disa;ipointing that
there is still very little work on devel-
oping a simple and clear semantics for
OODBs. Whereas the relational model
had a single, simple model that was
agreed upon by a large community of
researchers, today each OODB seems
to come with its own unique model,
often described imprecisely or with
arcane formalism. Consequently, there
is very little basis available for objec-
tive comparisons of OODBs with each
other or with relational DBs.

There were several papers on par-
allel implementations, including:

® parallel transitive closure and join
algorithms
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o scheduling on shared-memory and
shared-nothing machines

& daia distribution etroteaieg
® dataflow implementation

Most parallel implementations are on
stock parallel hardware. Parallel data-
base machines per se seem to have
fallen out of vogue--only one such
machine was described (FDS-R2 at
the University of Tokyo; Kitsuregawa
etal). Kahaner notes that Prof.
M. Kitsuregawa, from the University
of Tokyo Institute of Industrial Science,
has published several papers on SDC,
the “Super Database Computer” (e.g.,
Ref 7). He also notes that the National
Science Foundation (NSF), in cooper-
ation with other agencies, has funded
the Japanese Technology Evaluation
Center (JTEC) at Loyola College in
Maryland to assess the status and trends
of Japanese research and development
in selected technologies. In March 1991,
a JTEC team headed by Prof. Gio
Wiederhold (Stanford University,
gio@cearth.stanford.edu)visited Japan
tocvaluate Japancse database technol-
ogy, and the team presented a work-
shop on their preliminary results on
30 Aprii 1991 at NSF. A comprehensive
report is currently in preparation.

Genomic databases gencrated a lot
of excitement--the panel on this topic
drew a huge audience. Genomic data-
bases will contain huge volumes of data
with unique requirements: inaccurate
information, incomplete information,
retricval using approximate matching,
and sophisticated inference. Many
people seem to view genomic data-
bases as the new frontier and driving
force in DB research, a becautiful appli-
cation with lots of exciting rescarch
problems (and lots of funding?) for the
DR community.

Deductive databases (the marriage
of logic programming languages and
databases) seem to be generating less
interest than they were some years

ago. There were a few papers on query
optimization.

The remaining papers reported
steady, if unspectacular, progress on 3
variety of topics:

o distributed database management
systems (DBMSs) (optimization,
voting protocols)

® concurrency control (in high con-
tention DBs, parallel DBs)

e indexing and query languages for
temporal databases (time attributes,
versions)

o indexing and query languages for
spatial databases (e.g., geographic
maps)

® incomplete information (formal
models, approximate answers to
queries)

® heterogeneous databases (transac-
tion protocols, serializability)

o efficient post-failure restart algo-
rithms

e simultaneous optimization for
multiple queries
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JOINT SYMPOSIUM ON

PARALLEL PROCESSING 01

An overview is given of the Joint Symposium on Parallel Processing 91,
held in Kobe, Japan, from 14-16 May 1991. A few abstracts that
warranted comment are also included.

INTRODUCTION

The Joint Symposium of Parallel
Processing is an annual research con-
ference associated with parallel pro-
cessing. Approximately 250 people
attended this year’s conference, which
was held on an artificial island in the
Kobe harbor. (Kobe is an important
port city near Osaka.) There were 59
half-hour papers in three parallel ses-
sions, one panel discussion on the
future of parallel processing, and two
invited lectures, by C. Polychronopoulos
(Illinois) and D. Gannon (Indiana).
The cross section of topics was as follows:

Topic Papers
Architecture 25
Applications 10
Systems 9
Neurocomputing 4
Fundamentals 6
Operating systems 3
Invited papers 2

Except for the lectures by the two
invited speakers, all the presentatibns
were in Japanese. A few papers are
printed in English in the bound
Proceedings. The organizers told me
that they made extra efforts to encour-
age papers with more software and
application content, but that the result-
ing mix was still heavily weighted toward
hardware.

by David K. Kahaner

SUMMARY

I concentrated on the applications
papers and discovered that there were
onlyavery fewsurprises; perhapsbeing
herc a year and a half helps. One sur-
prise was the paper on Super Data
Base Computer being developed by

Dr. Masaru Kitsuregawa

Institute of Industrial Science
University of Tokyo

Roppongi, Minato-ku, Tokyo, Japan
Tel: +81-3-3402-6231 x2356

Fax: +81-3-3479-1706

Email: a80509@tansei.cc.u-tokyo.ac.jp

especially since I was part of a Japanese
Technology Evaluation Center (JTEC)
team here in March to study Japanese
activities in the database area. Another
surprise was the paper on the next
generation of the Electrotechnical
Laboratory (ETL) parallel computer
(EM-5),in which it was stated emphat-
ically that this would not be a dataflow
machineinanysense. Ireported on this
in another article (R. Nikhil and
D.K. Kahaner, “Parallel Processing
Research in Japan,” on page 43), where
Dr. Sakai, one of the designers, explained
that this comment was an error in the
English translation.

While I have reported on Japanese
parallel computing in the past, it is
worth repeating that there are a number
of highly capable parallel machines

[multiple instruction/multiple daia
(MIMD)] that are being used here for
real science applications. There are also
some single instruction/multiple data
(SIMD) machines, typically associated
with even more specialized applica-
tions such as image, text, or speech
processing. Most Japanese parallel
computers are in the hands of very
friendly users, or in prototype form.
They have from 64 to about 1,000 pro-
cessors and have peak performance of
several tens of gigaflops (perhaps more
when fully configured). However, thus
far Thave notseen any general purpose
parallel computers in the sense of CM,
Hypercube, etc. An exception to this is
the PIE (Parallel Inference Engine)
computers being developed by the Insti-
tute for New Generation Computer
Technology (ICOT), but these have
not been used for numerical computa-
tion. Instead paraliel computers in Japan
have been developed by Japanese
companies with very specific applica-
tions in mind. Some examples follow.
It seems to me that these companies
are being very conservative about
marketing parallel computers. Senior
administrators in two different organi-
zations told me that they were not sure
about the market size for highly paral-
lel machines. They felt that it was neces-
sary to have an active research effort
but would be tentative about going
further. In my opinion parallel com-
puters from NEC and Fujitsu could
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easily be commercialized. At the same
time these two companies are very
aggressively pursuing the traditional
supercomputer market. In fact. while 1
was 4! this meciing, NEC announced
that its one-proccssor SX-3/14 had taken
first place in Dongarra’s LINPACK
benchmarks with 314 MFLOPS for
n=100 and 4.2 GFLOPS for n=1000,
mostly through tuning and enhance-
ments in the Fortran system. The list of
examples of parallel computing given
below is definitely not exhaustive but
simply meant to suggest the level of
activity. There is one Connection
Machine in Japan, at the ATR labora-
tory between Kyoto and Osaka.
Kescarchers there have been using it
forspecch processing related research.

CAMPLES OF
PARALLEL COMPUTING

Industry

Hitachi. Hitachi is developing the
64-node H2P and the paraliel program-
ming language Paragram. An Hitachi
researcher gave a talk describing vari-
ous comparisons between Multigrid,
Jacobi, Red-Black SOR, ADI, PCG-
ICCG, and Gaussian climination for
solving the partial differential equa-
tion (PDE) “div(-k gradU)=Q” on a
rectangle. Hitachi also has a gencral
purpose neurccomputer with a peak
performance of 2.3 GCUPS, the world’s
fastest. Practical applications like stock
prediction are expected in 2 to 3 years.

Fujitsu A 1,024 processing ele-
ment (PE) version of the AP1000 will
be available in 1991. At this meeting,
Fujitsuresearchers described using the
AP1000 to perform molecular dynamics
on the 64-node AP1000 using an
adaptation of AMBER (Assisted Model
Building with Encrgy Rcfinement),
developed by A.Kollman at the
University of Califcrnia at San Francisco.
Speedup with 64 processors was about
55 (86%), and they predict that with

128 processors it will be about 80%.
The AP1000 is the most “general
purpose” of the Japanese parallel com-
nuters An AP10M ic inctalled at the
Australian National University in
Canberra, where [ will be visiting in
July, so T hope 10 have additional details
ot that time. Fujitsu also described its
work ou ihe nonnumeric parallel pro-
cessor MAPLE-Kr (routing processor)
for laying out integrated circuit (IC)
designs. In one benchmark (384x256
grid) known as the “Burnstein switch
box problem,” the 4,096 PE MAPLE-RP
ran 300 times faster than a Sund/l.
Fujitsu is responsible for the parallel
inference machine of the fifth generation
project. Thisyear Fujitsu willcomplete
a neural computes - rival Hitachi’s.

NEC. NEC has been steadily pre-
paring for super parallel machines,
including trials for in-house semicon-
ductor design via the 64-processor Cenju
[see LS. Duffand D.K. Kahaner, “Two
Japanese Approaches to Circuit
Simulation,” Scientific Information
Bulletin 16(1), 21-26 (1991)]. At this
meeting NEC presented a nice appli-
cation of Cenju for a completely differ-
ent application, plasma simulation in
magneto hydrodynamics (MHD). The
major issue hereis solving the specially
block structured linear equations that
arise after the discretization. For this
problem a speedup of about 40 with
64 PEs was reported. The authors also
suggest that a version of Cenju with
512 processors is somewhere in the
development stage. A NEC keyboarded
neurocomputer is being sold for PC
applications.

Matsushita Matsushita is devel-
oping ADENA with Kyoto University.
At this meeting the Fortran compiler
and the preprocessor for the special
purpose language ADETRAN were
described. Matsushita also has worked
on OHM256, with 25 GFLOPS neak
performance, and may combine four of
them to reach 100 GFLOPS. Matsushita

is also marketing a sweeper assembled
with application of neurotechnology.

Anritsu. Anritsu is working on the
commercial version of Tsukuba
University’s PAX. At this meeting one
talk was given analyzing the number of
computations for a parallel implemen-
tation of Gaussian elimination on PAX.
In another article (“Computing in High
Energy Physics *91,” page 27) I reported
that support for a new version of PAX
has been approved by the Ministry of
Education. A very early version of PAX
was also marketed by Mitsubishi. Frof
Y. Oyanagi, one of the principal inves-
tigators from Tsukuba, has just moved
to Tokyo University.

Prot. Yoshioc Oyanagi

Dept of Information Science

Faculty of Scicnce, University of Tokyo
Hongo 7-3-1, Bunkyo

Tokyo, 113 Japan

Tel: +81-3-3812-2111 x4115

Fax: +81-3-3818-1073

Email: oyanagi@is.s.u-tokyo.ac.jp

Toshiba  Toshiba is developing
the 512-PE Prodigy.

NTT.NTT isinvolved inresearch in
using the 256-PE SIMD computer
LISCAR for Japanese full text retricval.
AlsoNTTengages inresearchinappli-
cations of neurocomputers to voice
recognition and automatic translation
systems. NTT has also developed a 4-Kbit
content addressable memory (CAM),
which is being uscd by Waseda
University, ETL, as well as NTT itself
as part of a string-search chip.

Universities

The universities are busy, 100. Sev-
eral of the parallel computing projects
that are now supported in companies
began as university projects, including
PAX and ADENA. Kyushu University’s
reconfigurable parallel computer is
still moving forward, although the main
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investigator, Prof. S. Tomita, has just
transferred to Kyoto University.

Prol. Shinji Tomita

Dept of Information Science
Kyoto University

606 Yoshidahonmachi

Sakyo-ku, Kyoto, Japan

Tel: +81-75-753-5373

Email: tomita@kuis.kyoto-u.ac.jp

Kyushu also reported on several
other projects, including a parallel
rendering machine for high speed ray-
tracing, a streaming FIFO processor,
and a hyperscalar architecture. (This
department supports an extremely large
variety of projects.) Waseda University
has two interesting independent proj-
ects divected by Prof. Muraoka (the
Harray system aad its Fortran com-
piler) and Prof. Kasahara (Oscar system).
Keio University described the
experimentalsystem ATTEMPT 10(A
Typical Testing Environment of Multi-
Processing Systems) for evaluation of
the communication performance of
multiprocessors, and this should be
followed by those in the performance
evaluation arca. Keio’s Prof. Boku
presented a paper on DISTRAN (Dis-
tributed System Translator), a language
for discretizing partial differential
equationsviaexplicitdifferencing, first
into Prolog and then other languages
so that they can be run on parallel
machines. Finally, the government
laboratories ETL and ICOT are very
active, with ICOT cspecially present-
ing five papers on diverse topics (see
“Parallel Processing Rescarch in Japan,”
mentioned earlier).

Because there are (as yet) no gen-
eral purposc parallel computers from
Japan, universities here are far behind
in the kind of algorithmic work that is
common in Western universities. There
are also very few Western commercial
gencral purpose parallel computers at
Japanese universities. There is an
iPSC/2 in the Information Science
Department at the University of Tokyo,

Alliants at the University of Tsukuba
and Hiroshima, one or two BBN
machines at other universities, and
perhaps a few other machines scattered
about, but these are the exceptions,
and they are not common. (There may
be more at industrial research labora-
tories.) Reliable machines like these
are very useful for experimentation
without having to worry too much about
the system staying up. Naturally, those
headaches reduce the time and resources
available for development of algorithms,
system software, and tools, and ulti-
mately the time available for solving
real problems. There is a great deal of
tool building on Unix workstations,
however, and much of that is directly
related to parallel processing. On the
other hand, there is much more system
building (hardware) here than in the
West, and this is reflected in the mix of
accepted papers for this conference.

SELECTED ABSTRACTS

e “Implementation and Evaluation of
Coherency Protocol for Virtual
Shared Memory in the Network-
Connected Parallel Computer,”
Hironori Nakajo, Newton K. Miura,
Yukio Kaneda (Department of
Systems Engineering, Faculty of
Engineering, Kobe University);
Koichi Wada (Institute of Informa-
tion Science and Electronics, Uni-
versity of Tsukuba)

Parallel logic simulation is treated
as parallel event simulation. In parallel
event simulation, the time keeping is
important. There are two time keeping
algorithms, the conservative method
and the virtual time method. As the
conservative method may introduce a
deadlock, the means to avoid the dead-
lock is important. The virtual time
method, although deadlock never takes
place, needs a rollback operation when
atime discrepancy occurs. The authors
have implemented a parallel logic

simulation program based on the vir-
tual time method on their parallel
computer Multi-PSI, which has 64 PSI
computers interconnected with an
orthogonal bus. The performance
observed by experiment is 60 kilo events
per second and the speed-up ratio
obtained is more than 40 by using 64
processors.

[Acomment madeby Prof. Yasuura
of Kyoto University, however, pointed
out that even a single workstation can
attain as high as 100 kilo events per
second.]

® “A Parallel Router based on
a Concurrent Object-oriented
Model,” Hiroshi Date, Yoshihisa
Ohtake, Kazuo Taki (institute for
New Generation Computer Tech-
nology), E-mail: date@icot.or.jp

The design of LSI routing is well
known as a process that requires mas-
sive compurational power. So speed-
up using parailel processing leads (v a
shortening in “e LSI design period.
This paper presents a new parallel router
based on a concurrent object-oriented
model. The objects corresponding to
line segments find the path between
termina